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Scientific Data
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In 2000 the Sloan Digital Sky Survey collected more data in its 18t Q;
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week than was collected in the entire history of Astronomy

By 2016 the New Large Synoptlc Survey Telescope in Chile will
acquire 140 terabytes in 5 days - more than Sloan acquired in 10
years

—
The Large Hadron Collider at CERN generates 40 terabytes of data
every second

\
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The data deluge

AND HOW TO HANDLE IT: A 14-PAGE SPECIAL REPORT




Economics of Storage
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Source: Wired Magazine April 2010; Figures represented in USD




Cost per Genome

@.$3 billion per Genome

$45,000 per Genome _ E
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$500-$10,000 per Genome

$100 per Genome?
T T

Source: George Church, Harvard Medical School, as reported in IEEE Spectrum, Feb ’10. Figures represented in USD




Moore’s Law is alive and well...

...but a hardware issue just became a software problem
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Source: Jack Dongarra, Kunle Olukotun, Lance Hammond, Herb Sutter, Burton Smith, Chris Batten, Krste Asanovic, and
Kathy Yelick




Computing Tools for Big Data

Scientific Workflow Workbench (Trident) Dryad and DryadLINQ

tion by DryadLINQ
ion by Dryad

} Executes on 1000s of

nodes, terabytes of data

Built on top of Windows Workflow Foundation * Programming models for writing

Visually program workflows with the use of libraries distributed data-parallel applications that
of activities and workflows scale from a small cluster to a large data-

Scale from desktops to HPC clusters center.
Distribution: Moving work closer to the data source A DryadLINQ programmer can use

Workflow sharing in myExperiment social Web site th_ousand_s SHHMEGTIES, CEsie] them
for researchers with multiple processors or cores, without

prior knowledge in parallel programming.

Version 1.2 available for download on CodePlex

(Apache 2.0 open source) Academic release available for download




Dryad

 Continuously deployed since 2006

* The execution engine for Bing analytics
* Running on >> 10* machines

* Runs on clusters > 3000 machines

« Sifting through > 10Pb data daily




Dryad & DryadLINQ

DryadLINQ High-level language API (C#)

Dataflow graph as the computation
Dryad model, distributed execution, fault-

tolerance, scheduling

Cluster Services Remote process execution,

naming, storage
Windows @ Windows
Server Server




DryadLINQ leverages LINQ’s extensibility

LINQ - Microsoft’s Language INtegrated Query
Released with .NET Framework 3.5, extremely extensible

Scalability
Local machine Execution engines

Cluster

.Net
program
(C#, VB,
F#, etc)

Multi-eore

interface

LINQ provider

Objects

Singlé=core




WorldWide Telescope - TeraPixel

Challenge: Create the largest, clearest seamless image of.the sky

Digitized Sky Survey (DSS)

Produced photographic plates
of overlapping regions of the sky

1,791 pairs of red-light and blue-light
images acquired from two telescopes

Scanned over 15 year period
into3,120,100 files, 417 GB

Create Spherical Image
1.Create color plates from DSS data
2. Stitch and smooth images

3.Create sky image pyramid for WWT




WorldWide Telescope - TeraPixel

Computational and Data Intensive

Create RGB color plates from DSS
data

Vignetting Correction
(Red, Blue)

Astrometric Alignment

Statistical Analysis
(Saturation & noise floor)

.

. Colored Plate Creation

Stitch and smooth images Create sky image pyramid for WWT

Project Sphere Image . . .
J Tiled Multi-resolution

Large-scale data aggregation easily performed with integrated
set of technologies

» DryadLINQ => concise code
* _NET Parallel Extension => faster decompression of DSS data

+ DryadLINQ + Windows HPC => Efficient and robust execution

Managed and Coordinated by Project Trident: A Scientific
Workflow Workbench



orkflows for Processing Data in Parallel

Local Desktop Machine (process automation and reruns)
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Deployment Architecture

Generating RGB color plates

Client side workflow: process automation

User Inputs Data Staging %lﬁ‘;:g"gﬁgizg;gra T;‘(:&Zii;? > Generation Of 1 ,791 plates
with 64 compute nodes

Dryad on Windows HPC Cluster, 64 nodes

2X4-core CPU @ 2.5GHz 16 GB RAM, 1.7 TB/node . Processing time: 5 hrs.

* Input: 417 GB (compressed,
4 TB uncompressed)

Trident Trident Trident
Runtime Runtime Runtime

v v * Output: 790 GB (approx. 450
Server side workflow: business logic I\/IB/pIate)

Reading Statistical Vignette Creating
images 9 analysis 9 Correction 9 color plates

Trident Registry
Database




WorldWide Telescope - TeraPixel

Result: Largest, clearest, and smoothest sky image in the world

Special Thanks to

* Brian McLean (Space
Telescope Science
Institute),

» Misha Kazhdan (Johns
Hopkins University),
Hugues Hoppe (MSR), and
Dinoj Surendran (MSR)

* Dean Guo (MSR),
Christophe Poulain (MSR)

* Aditi Team




Cloud Computing: One Definition

For the US National Institute of Standards and
Technology (NIST), Cloud Computing means:

* On-demand service

* Broad network access

* Resource pooling

* Flexible resource allocation
* Measured service




Microsoft’s Datacenter Evolution

acenter Co- Quincy and San Chicago and Dublin Modular Datacenter
Antonio Generation 3

Generation 4
‘Generation 2 RIS
e .44*
e T PR "T‘; 4-'“ -
Facmty PAC

- Tk _

Containers

Capacity and Deployment

Scalability and ...
Sustainability

Time to Market
Lower TCO




Cloud Options

DEDICATED

“PUBLIC CLOUD




Cloud Services
Infrastructure as a Service e,
(IaaS) as a Service

— Provide a way to host virtual
machines on demand

Platform as a Service (Paa$S)

— You write an Application to Cloud
APIls and the platform manages and
scales it for you.

Software as a Service Q
(SaaS)

— Delivery of software to the desktop
from the Cloud

r .
5 Windows Azure




Azure Programming Model

Abstract Programming
Model:

&
- Worker

Role(s)

Load  “““Role
Balancer

R ————————————
Azure Services (storage)

e ==

In-band communication -
software control




MODIS Azure: Computing Evapotranspiration (ET) in the Cloud

A pipeline for
download,
processing, and
reduction of
diverse NASA
MODIS satellite
Imagery.

L
30
Surface Temperature 2003 DOY:250

Contributors: Catharine van Ingen (MSR), Youngryel Ryu (UC Berkeley), Jie Li (Univ. of Virginia)




MODIS Azure

Transport

» Evapotranspiration (ET) is the
release of water to the atmosphere
by evaporation from open water
bodies and transpiration, or
evaporation through plant
membranes, by plants.

Climate change isn’t just about a
change in temperature, it's also
about a change in the water
balance and hence water supply
which is critical to human activity.

Groundwater Flow

Source: Youngryel Ryu’s PhD project




MODIS Azure

Aqua, Terra: Time series raster data, 36 spectral bands, 1-2d

« Over some period of time at some time frequency at some spatial
granularity over some spatial area

« Conversion from LO data to L2 and beyond as well as reprojection




MODIS Azure: Four Stage Image Processing Pipeline

Data collection stage Source Imagery Download Sites

PO i Reorr e Request
« Downloads requested input tiles - Y == Queue
from NASA ftp sites N QD > - = =

Includes geospatial lookup for ownload

non-sinusoidal tiles that will Queue Source
contribute to a reprojected Metadata
sinusoidal tile

. y , AzureMODIS
Reprojection stage Service Web Role Portal

« Converts source tile(s) to - ‘ —_— Scientific

intermediate result sinusoidal R S ETICEIETT s R

; Download
tiles

» Simple nearest neighbor or
spline algorithms

Derivation reduction stage

- First stage visible to scientist - o ivati ' 2 Analysis Reduction Stage
« Computes ET in our initial use R T T

Analysis reduction stage

» Optional second visible stage

» Enables production of science =
analysis artifacts such as maps - Redlcion

Queue

Reprojection o = : Science
Queue results




MODIS Azure: Architectural Overview

<PipelineStage>Job <PipelineStage>JobStatus

ueue Persist e
‘ g Q = ‘ ‘ ‘ -

<PipelineStage> MODISAzure Service

) . : <PipelineStage>TaskStatus
Service Monitor Eﬁ Parse & Persist

Request (Web Role)

(Worker Role)

Dispatch
<PipelineStage>Task Queue

ModisAzure Service is the Web Service Monitor is a dedicated
Role front door Worker Role

* Receives all user requests « Parses all job requests into tasks —

. Queues request to appropriate recoverable units of work

Download, Reprojection, or Execution status of all jobs and tasks
Reduction Job Queue persisted in Tables




Computing a one US Year ET Computation

» Computational costs driven
by data scale and need to
run reduction multiple times

« Storage costs driven by
data scale and 12 month
project duration

B Compute
M Storage
HGBIn

B GB Out

Total: $1420

« Small with respect to the
people costs even at
graduate student rates !

Source Imagery Download Sites

9 @%@Q E§

ownload
Queue Source

Metadata
ollection Stage

oy 400-500 GB
— 60K files
$50 upload 10 MB/sec
$450 storage 11 hours
<10 workers
Reprojection
Queue
. bprojection Stage
45K files
$420Cpu 3500 hours
$60 download 5, 100

workers

Reduction #1
Queue

Derivation Reduction Stage

— 400 GB

$216 cpu
$1 download
$6 storage

Request
Queue

AzureMODIS Scientists

Service Web Role Portal

Scientific
Results
Download

Analysis Reduction Stage
5-7GB / <10 GB
5.5K files ~1K files
1800 hours $216¢cpu 41800 hours
20-100 $2 download 54 44
workers $9 storage workers
Reduction #2

Queue




Project Junior

Chemists need to know:

What are the properties of a
molecule?

What molecule would have
aqueous solubility of 0.1 ug/mL?

How can this be done without
expensive,time-consuming
experimentation?

Solubility

Biological
Activity

2= Newcastle
University




Project Junior

The Discovery Bus WWWw.opengsar.com
builds “QSAR”

predictive models é\/k?lgel-
automatically uilders

i1 1 1

or Model Generation

Model-Builders New/

Improved
Models




Project Junior

Increasing amounts of data for model building...

CHEMBL : data on 622,824 compounds,
collected from 33,956 publications
WOMBAT : data on 251,560 structures,

for over 1,966 targets
WOMBAT-PK: data on 1,230 compounds,
for over 13,000 clinical measurements

All contain structure information & numerical activity data

v' More models x Computationally expensive:
v' Better models 5 years for new datasets on existing
Discovery Bus server




Project Junior

Used Windows Azure to generate models in parallel
* 100 workers for 3 weeks (not 5 years!)
« 750K new models available on

50x more than previously available)

T
@ Open QSAR - Mozilla Firefox —

=R (@) Open QSAR - Mozilla Firefox

File Edit View Higtory Bookmarks Iools Help

- S— _ [ ) S|
File Edit View History Bookmarks Iools Help
@E- c 7SI ()| et/ rwvew.openasar.corm/

£ Most Visited > Getting Starte Latest Headlines

- c &Y (L http//www.opengsar.com/
£ Most Visited P Getting Started = Latest Headlines

Y — - TP T IO [ e— —— TP T L P
|| Open QSAR |- +

Model descriptors

[ Descriptors

iome | Meta Analysis_|_Properties _QSAR models _Prediction requests '_About
EACOH2 EACaaaCH4 EACaasCH3 EACAO EACAsSC EACSBr EACSF EACS| EACSOH EACSSCH2 EACSSNH EACSSSCH EACsssN EACssssC ESaCH4.
ESaaCH4 ESaaaCH4 ESaasCH3 ESAO ESddssS ESdssC ESsBr ESSF ESs| ESssCH2 ESssNH ESsssCH ESsssN ESss:

‘You are looking at the current "best" stable model for each biological activity data series currently in the Open QSAR database
Top models
Model performance graphs

next> last
Training data. Testing data. Model Date
Regression line: y = 0.986x + 0.095

Data
series ID me Species acquired
Regression line: y = 1.007x + -0.058 pec pe &

52 Clostridium  Neural  18-Aug-2009
histolyticum | net 14:51

Get View
Validated  predictions  model

26-Aug-2009
20 human Linear 257w
Neural = 26-Aug-2009
human net 16:04
Neural = 21-Aug-2009
human net 14:07
Predicted 65

Neural ~ 18-Aug-2009
6 6 bovine net 14:51

55

Neural =~ 18-Aug-2009
human net 14:51
B

Neural =~ 26-Aug-2009
human Teos

18-Aua-2009




Project Junior - Overview

Chemical Property Prediction on Azure

* QSAR predicts molecular properties
— e.g. toxicity, solubility
— reduces time and cost c.f. experimentation

* VVast amounts of new data are now available to build
predictive models

— est. 5 years to process on existing single-server solution
* 100 Azure workers reduced 5 years to 3 weeks

— used competitive workflow algorithm

— 10,000 data sets ¥} 750,000 models

(50x more than before)

285 Newcastle

University
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Virtual multidisciplinary EnviroNments USing Cloud infrastructure:

irtual multidisciplinary nviro ments
ing loud infrastructures

* EU will fund the project with 4.5 M€ over the first 2
years (1/6/2010-30/5/2012)

* Microsoft will invest up to 3 M€ in Azure resources
and research manpower in Redmond, Cambridge/UK,
EMICin Germany and MIC GR in Greece

* This is part of the XCG Cloud Initiative for Research in
Europe which includes also direct collaboration with
some of the main national funding agencies




Supports multiple basic research disciplines

* Biomedicine: Inte%ratin widely used tools for Bioinformatics
(UPV), System Biology (CosBI) and Drug Discovery (NCL) into the
VENUS-C infrastructure

* Civil Protection and EmergencY: Early fire risk detection gAEG),
through an application that will run models on the VENUS-C
infrastructure, based on multiple data sources

* Civil Engineering: Support complex computing tasks on Building
Information Management for green constructions (provided by
COLB) and dynamic building structure analysis (provided by UPV)

* D4Science: Integrating computing through VENUS-C on data
repositories (CNR). In particular focus will be on Marine Biodiversity
through Aquamaps




Emergence of a Fourth Researc:h Pa[aﬁdigm

Thousand years ago — Experimental Science
— Description of natural phenomena

Last few hundred years — Theoretical Science
— Newton’s Laws, Maxwell's Equations...

Last few decades — Computational Science

— Simulation of complex phenomena

Today — Data-Intensive Science

— Scientists overwhelmed with data sets

from many different sources

. Data captured by instruments
Data generated by simulations
Data generated by sensor networks

For analysis and data mining
For data visualization and exploration
For scholarly communication and dissemination
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PARADIGM

DATA-INTENSIVE SCIENTIFIC DISCOVERY

1 TONY HEY, STEWART TANSLEY, AND KRISTIN TOLLE




An edited collection of 26
short technical essays,
divided

1. EARTH AND ENVIRONMENT
INTRODUCTION Dan Fay

GRAY’'S LAWS: DATABASE-CENTRIC COMPUTING IN SCIENCE

Alexander S. Szalay, José A. Blakeley

THE EMERGING SCIENCE OF ENVIRONMENTAL APPLICATIONS
]cﬁ Dozier, William B. Gail

REDEFINING ECOLOGICAL SCIENCE USING DATA

James R. Hunt, Dennis D. Baldocchi, Catharine van Ingen
A 2020 VISION FOR OCEAN SCIENCE

John R. Delaney, Roger S. Barga

BRINGING THE NIGHT SKY CLOSER: DISCOVERIES IN THE DATA DELUGE
Alyssa A. Goodman, Curtis G. Wong

INSTRUMENTING THE EARTH: NEXT-GENERATION

SENSOR NETWORKS AND ENVIRONMENTAL SCIENCE

Michael Lehning, Nicholas Dawes, Mathias Bavay,

Mare Parlange, Suman Nath, Feng Zhao

2. HEALTH AND WELLBEING
INTRODUCTION Simon Mercer
THE HEALTHCARE SINGULARITY AND THE AGE OF SEMANTIC MEDICINE

Michael Gillam, Craig Feied, Jonathan Handler, Eliza Moody,
Ben Shneiderman, Catherine Plaisant, Mark Smith, John Dickason

HEALTHCARE DELIVERY IN DEVELOPING COUNTRIES:

CHALLENGES AND POTENTIAL SOLUTIONS

Joel Robertson, Del DeHart, Kristin Tolle, David Heckerman
DISCOVERING THE WIRING DIAGRAM OF THE BRAIN

Jeff W. Lichtman, R. Clay Reid, Hanspeter Pfister, Michael F. Cohen
TOWARD A COMPUTATIONAL MICROSCOPE FOR NEUROBIOLOGY

Eric Horvitz, William Kristan

A UNIFIED MODELING APPROACH TO DATA-INTENSIVE HEALTHCARE
Iain Buchan, John Winn, Chris Bishop

VISUALIZATION IN PROCESS ALGEBRA MODELS OF BIOLOGICAL SYSTEMS
Luca Cardelli, Corrado Priami

into 4 sections

3. SCIENTIFIC INFRASTRUCTURE
INTRODUCTION Daron Green
A NEW PATH FOR SCIENCE? Mark R. Abbott

BEYOND THE TSUNAMI: DEVELOPING THE INFRASTRUCTURE

TO DEAL WITH LIFE SCIENCES DATA Christopher Southan, Graham Cameron

MULTICORE COMPUTING AND SCIENTIFIC DISCOVERY
James Larus, Dennis Gannon

PARALLELISM AND THE cLoUD Dennis Gannon, Dan Reed

THE IMPACT OF WORKFLOW TOOLS ON DATA-CENTRIC RESEARCH
Carole Goble, David De Roure

SEMANTIC eSCIENCE: ENCODING MEANING IN NEXT-GENERATION
DIGITALLY ENHANCED SCIENCE Peter Fox, James Hendler

VISUALIZATION FOR DATA-INTENSIVE SCIENCE
Charles Hansen, Chris R. Johnson, Valerio Pascucci, Claudio T. Silva

A PLATFORM FOR ALL THAT WE KNOW: CREATING A KNOWLEDGE-DRIVEN
RESEARCH INFRASTRUCTURE Savas Parastatidis

4. SCHOLARLY COMMUNICATION
INTRODUCTION Lee Dirks

JIM GRAY’S FOURTH PARADIGM AND THE CONSTRUCTION
OF THE SCIENTIFIC RECORD Clifford Lynch

TEXT IN A DATA-CENTRIC WORLD Paul Ginsparg

ALL ABOARD: TOWARD A MACHINE-FRIENDLY SCHOLARLY
COMMUNICATION SYSTEM Herbert Van de Sompel, Carl Lagoze

THE FUTURE OF DATA POLICY
Anne Fitzgerald, Brian Fitzgerald, Kylie Pappalardo

| HAVE SEEN THE PARADIGM SHIFT, AND IT Is Us John Wilbanks

FROM WEB 2.0 TO THE GLOBAL DATABASE Timo Hannay




Free PDF Download
Amazon Kindle version; Paperback print on demand

“The impact of Jim Gray’s thinking is continuing to
get people to think in a new way about how data
and software are redefining what it means to do

science."
— Bill Gates, Chairman, Microsoft Corporation

“One of the greatest challenges for 21st-century
science is how we respond to this new era of data-
intensive science. This is recognized as a new
paradigm beyond experimental and theoretical
research and computer simulations of natural
phenomena—one that requires new tools,
techniques, and ways of working.”

— Douglas Kell, University of Manchester

“The contributing authors in this volume have done
an extraordinaryH'ob of helping to refine an
understanding of this new paradigm from a variety
of disciplinary perspectives.”

— Gordon Bell, Microsoft Research

Microsoft

Research

Home Our Research Collaboration Careers

About External Research Tools and Services Opportunities
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The Fourth Paradigm: Data-Intensive Scientific Discovery

Presenting the first broad look at the rapidly emerging field of
data-intensive science

The Fourth Paradigm Now Available
in Paperback and On Demand

The Fourth Paradigm is available as a free PDF
download from this page. However, if you want
a printed paperback copy or a Kindle version of
the Fourth Paradigm, they are now available.
Please visit the following links to Amazon.com.
There will be a cost for those versions listed on
the Amazon.com site.

Order the paperback from Amazon.com

PARADIGM

Order the Kindle version from Amazon.com

Increasingly, scientific breakthroughs will be powered by advanced computing
capabilities that help researchers manipulate and explore massive datasets.

The speed at which any given scientific discipline advances will depend on how
well its researchers collaborate with one another, and with technologists, in areas
of eScience such as databases, workflow management, visualization, and cloud
computing technologies.

In The Fourth Paradigm: Data-Intensive Scientific Discovery, the collection of
essays expands on the vision of pioneering computer scientist Jim Gray for a new,
fourth paradigm of discovery based on data-intensive science and offers insights
into how it can be fully realized.

In the News
= A Deluge of Data Shapes a New Era
in Computing

Download The Fourth Paradigm
= Full text, low resolution (6 MB)
= Full text, high resolution (93 MB)

= By chapter and essay

Related Resources

= Microsoft Research collaborative
projects

= eScience Workshop 2009




Future Cyberinfrastructure for Research

visualization and
analysis services scholarly

icatinne
domain=specinc B communic search

services books

blogs & o
social networking citations

Reference instant

management ¥ o) ssaaina
Project L . » ¢ identity ;

management
notification

document store
storage/data
services
knowledge compute
manaaemen services

knowledge virtualization
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Natloml gaence f oundatlon Office of
SRRREN Cyberinfrastructure (OCI)

Data Task Force - Co-Chairs:
Dan Atkins, University of Michigan
Tony Hey, Microsoft Research

Open Workshop on Data Management and Data Visualization
Needs and Priorities for 21st Century Cyberinfrastructure
Berkeley, CA

Oct 10, 2010

For more information email: hedstrom@umich.edu
Jimpi@microsoft.com




