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How can we overcome the
 fear?	

•  Which fears are mistaken (after all, many were
 convinced that petascale systems would be
 impossible without new programming models)? 

•  Conversely, which problems apply at a smaller
 scale, and hence can be addressed now and
 provide near-term benefits? 

•  Which problems are (nearly) unique to Exascale? 
 How do we build/test/improve algorithms,
 software, and applications?  For example, do we
 need to build a much more sophisticated
 simulation environment?	



How can we build real
 excitement?	

•  How do we provide evidence that Exascale systems
 will work with applications? 

•  How do we demonstrate that Exascale systems can
 enable new application areas (after all, Exascale
 systems may be greatly different in architecture
 - will that be a virtue)? 

•  In all of the above, how do we move past
 qualitative statements to quantitative
 predictions?	



Which fears are mistaken?	

•  Most fears are likely real 
•  Some fears may not be…? 
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1408nodes：215.99TFlops ※Turbo boost 

 4224GPUs：2175.36TFlops 

Total：　2391.35TFLOPS 

Memory： 80.55TB 

SSD： 173.88TB 

Fat Compute Nodes	

Medium Compute Nodes	

24nodes:6.14TFlops 

Total： 6.14TFlops 

10nodes:2.56TFlops 

Total: 2.56TFlops 

CPU : 224.69TFlops    
GPU : 2175.36TFlops 

Total	
2.4PFlops 

(200TB SSD) 

IB QDR 

IB QDR 

4-1 

NVIDIA M2050 （Fermi） 
  515GFLOPS/GPU 
  3GPU/node 

Custom Designed with Hewlett Packard 
CPU: Intel Westmere-EP 2.93GHz x2  (12cores/node) TB：3.196GHz 
Memory: 55.8GB(=52GiB) DDR3 1333MHz 
　　          103GB(=96GiB) DDR3 1333MHz 
SSD：60GB x2 (120GB/node)  　　※Memory 55.8GB nodes 
　　 　120GB x2 (240GB/node)　   ※Memory 103GB nodes 

HP 4-Socket Server 
CPU: Intel Nehalem-EX 2.0GHz x4  32core/node 
Memory: 137GB(=128GiB) DDR3 1066MHz 
SSD：120GB x4 (480GB/node)　 

HP 4-Socket Server 
CPU: Intel Nehalem-EX 2.0GHz x4  (32core/node) 
Memory: 274GB(=256GiB) DDR3 1066MHz 
　　　　　　　 549GB(=512GiB) DDR3 1066MHz 
SSD：120GB x4 (480GB/node)　 

 “Thin” nodes implement the “vector-scalar” hybrid high-bandwidth design combining  
NVIDIA “Fermi” Tesla GPUs + Intel Westmere CPU in a new, customly architected & designed 

high bandwidth nodes for Multi-GPU computing 
Highly dense, efficient power & thermals, extremely reliable, extensive monitoring & mgmt	

PCI-e Gen2x16  x2 
※for NVIDIA Tesla  
　　S1070 GPUs 

Thin Compute Nodes	
IB QDR x2 

PCI-e Gen2x16  x2 
※for NVIDIA Tesla  
　　S1070 GPUs  
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TSUBAME2.0 (Circa 2010) Layout  
(Less than 200m2 for main compute nodes)	

~= Entire Earth 
Simulator 
(rack = 50TF)	

BG/Q will even be denser	
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Not to say that Industry Standards are not
 viable: scaling TSUBAME2.0 to Exaflop	

•  TSUBAME2.0: 32-40nm, 2.4PF, ~50 racks, 1.5MW =
 x400 scaling? 

•  x25 physical scaling now (1000 racks, 40MW) 
–  >3000-4000m2,  1000 tons 

•  x16 semiconductor feature scaling 2016~2017 

But what about the network? 3-40,000 nodes? 45nm	 11nm, x16 transistors & FLOPs 

2008	 2009	 2010	 2011	 2012	 2014	 2016-17	
45nm	 40nm	 32nm	 28nm	 22nm	 15nm	 11nm	

Other innovations such as 3-D 
memory / flash packaging, optical 
chip-chip connect,  multi-rail 
optical interconnect etc.	
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Japanese 10 PF Facility @ Kobe, Japan 

Computer	 
Wing	 Research	 Wing	 

Computer Wing 
Total Floor Area:17,500m2 

2 Computer rooms: 12,600m2 
4 Floors (1 underground floor) 
=> x4 ES, 2000~4000 racks 

Construction: started in March, 2008 and will complete in May, 2010, 
Machine operation late 2011 ~ early 2012 

Other Facilities 
Co-generation System 
Water chiller system 
Electric Subsystem 

Initially 30MW 
capability@2011	



The Technical Challenges 

A.  There are three aspects relating to scale 
A.  Challenges brought on by billion-way parallelism 

E.g., Programming, Algorithms and Amdahl’s law, Deepening 
Hiearchy and Heterogeneity 

B.  Challenges brought on by extra x10 scaling 
requirements on top of the Moore’s law 

E.g. Power Management, Resilience, I/O, … 
C.  Strong Scaling Challenges: Challenges brought on by 

decreasing relative bandwidth, constant including 
signaling as well as the n2 vs. n problem 

However, parallelism helps---See next slide 
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Fear of Not Strong Scaling	
•  Shorten latency as much as possible 

–  Extreme multi-core incl. vectors 
–  “Fat” nodes, exploit short-distance interconnection 
–  Direct cross-node DMA (e.g., put/get for PGAS) 

•  Hide latency if cannot be shortened 
–  Dynamic multithreading (Old: dataflow, New: GPUs) 
–  Trade Bandwidth for Latency (so we do need BW…) 
–  Departure from simple mesh system scaling 

•  Change Latency-Starved Algorithms 
–  From implicit Methods to direct/hybrid methods 
–  Structural locality, extraploation, stochastics (MC) 
–  Need good programming model/lang/system for this…  



DOE SC Applications Overview 
(following slides courtesy John Shalf @ LBL　NERSC) 

Sparse 
Matrix 

LU Factorization Multi-Discipline SuperLU 

Dense Matrix CMB Analysis Cosmology MADCAP 

Particle Molecular 
Dynamics 

Life Sciences PMEMD 

Structure Problem/Method Discipline NAME 

Fourier/Grid DFT Material 
Science 

PARATEC 

Particle in 
Cell 

Vlasov-Poisson Magnetic Fusion GTC 

2D/3D Lattice MHD  Plasma Physics LBMHD 

3D Grid General Relativity Astrophysics CACTUS 

3D Grid AGCM Climate 
Modeling 

FVCAM 



Latency Bound vs. Bandwidth Bound? 
•  How large does a message have to be in order to

 saturate a dedicated circuit on the interconnect?  
–  N1/2 from the early days of vector computing 
–  Bandwidth Delay Product in TCP 

3.4KB 2GB/s 1.7us RapidArray/IB4x Cray XD1 
2.8KB 500MB/s 5.7us Myrinet 2000 Myrinet Cluster 
8.4KB 1.5GB/s 5.6us NEC Custom NEC ES 

46KB 6.3GB/s 7.3us Cray Custom Cray X1 
2KB 1.9GB/s 1.1us Numalink-4 SGI Altix 

Bandwidth 
Delay Product 

Peak 
Bandwidth MPI Latency Technology System 

•  Bandwidth Bound if msg size > Bandwidth*Delay 
•  Latency Bound if msg size < Bandwidth*Delay 

–  Except if pipelined (unlikely with MPI due to overhead) 
–  W/HW DMA a few 100ns but not much more 

(Original slide courtesy John Shalf @ LBL)	



Collective Buffer Sizes are Small(!) 
- demise of message passing in strong scaling - 

95% Latency Bound!!! 

Þ Don’t need all that global NW
 bandwidth? 
Þ Great news for weak scaling
 code 
Þ Bad news for strong
 scaling code#

Þ Weak scaling=> What if
 O(n2) complexity=>
 infeasible runtime! 

(Original slide courtesy John Shalf @ LBL)	
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  2.4 PF Next gen multi-core x86 + next gen GPGPU 
  1432 nodes, Intel Westmere/Nehalem EX 
  4224 NVIDIA Tesla (Fermi) M2050 GPUs 
  ~100,000 total CPU and GPU “cores”, High Bandwidth 
  1.9 million “CUDA cores”, 32K x 4K = 130 million CUDA threads(!) 

  0.72 Petabyte/s aggregate mem BW, 
  Effective 0.3-0.5 Bytes/Flop, restrained memory capacity (100TB) 

  Optical Dual-Rail IB-QDR BW, full bisection BW(Fat Tree) 
  200Tbits/s, Likely fastest in the world, still scalable 

  Flash/node, ~200TB (1PB in future), 660GB/s I/O BW 
  >7 PB IB attached HDDs, 15PB Total HFS incl. LTO tape 

  Low power & efficient cooling, comparable to TSUBAME 1.0
 (~1MW); PUE = 1.28 (60% better c.f. TSUBAME1) 

  Virtualization and Dynamic Provisioning of Windows HPC +
 Linux, job migration, etc. 



(From US DoE Exascale PPT by Rick Stevens@ANL)  
Uncertainty quantification further helps in utilzing

 parallelism and enabling scaling. 

Response surface 
Posterior exploration 
Finding least favorable priors 
Bounds on functionals 

Adjoint enabled forward models 
Data extraction from model 

Local approximations, filtering 
Stochastic error estimation 

17 DOE Exascale Initiative 

EXASCALE RESOURCES 

Large ensembles Embedded UQ 

“We need to be able to make quantitative statements about the 
predictability of regional climatic variables that are of use to 
society.” 

“scientists must create new suites of application codes, 
Integrated Performance and Safety Codes (IPSCs) that 
incorporate …integrated uncertainty quantification..” 

“computational techniques and needs complement the scientific 
areas that will be pursued with extreme scale computing.  
Examples include … verification and validation issues for 
extreme scale computations ” 
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Mesoscale Atmospheric Model: 
 Cloud Resolution: 3-D non-static 
　Compressible equation taking consideration of　sound waves. 

a few km 
Mesoscale	

2000 km 

Typhoon	 Tornados, Downpours 
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  ASUCA : Next Generation Production Weather Forcast
 Code (by Japan’s National Meteorlogical Agency) 

Very similar to NCAR’s WRF	
Time-splitting method: long time step for flow	

 u, v (~ 100 m/s), w (~ 10 m/s)  <<   sound velocity (~300/ms)	

t	

HEVI (Horizontally explicit Vertical implicit) scheme 
      Horizontal resolution ~ 1 km 
      Vertical resolution ~ 100 m 

1-D Helmholtz equation (like Poisson eq.)        sequential process	

Mesoscale production code for real weather forcast	

Entire “Core” of ASUCA now ported to GPU (~30,000 lines) 
By Prof. Aoki Takayuki’s team at Tokyo Tech.	



70 minutes wallclock time 
for 6 hour simulation time 
(x5 faster) 

Expect real-time with 
0.5km mesh (for Clouds) 
on TSUBAME2.0	
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Overlapping	
Non-overlapping	

636 x 760 x 48 	

1268 x 1264 x 48 	

1900 x 2272 x 48 	

3164 x 3028 x 48 	

3.2 TFlops	

15TeraFlops ~ 600 GPUs 
Same Level as ES 
Supercomputing 2010 ?  

TSUBAME2.0 ~ 4000GPUs 
Projected 150TFlops, Record Weather 
Code Performance 
（Current: Jaguar 50TFflops with WRF) 

TSUBAME2 Peak 2.4PF ~= Jaguar Peak 2.33PF 
TSUBAME2 Power ~1.6MW  x4 = Jaguar Power ~7MW 

Mountain Wave Test in single precision	

NVIDIA Tesla S1070 on TSUBAME	



Fear of Cost and (Lack of) Excitement? 

1.  Multi-billion dollar exascale initiative is necessary to develop  
exascale by 2018. Will there be apps to justify such an initiative? 

A.  There have been bigger projects before and now 
Societal costs worth guarantee sustainability of humans 

Ex. 1. Space programs; ETA and LHC multi-billion dollar 
Ex. 2. US Health Care cost 16% of GDP in 2007 
Ex. 3. World energy still dependent heavily on Fossil Fuel (87%) 
Ex. 4. Global Warming to cause massive economic and human losses 
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Energy Sources	



Evidence of Supercomputing Populism 
“The Recent Japanese NextGen SC Project

 Cancellation Fiasco”	

•  May 2009 (precursor) – NEC&Hitachi announces pullout from
 Japanese NextGen SC Project 
–  Result – public outcry denouncing NEC as “loser” “traitor” 

•  Sep. 2009 – new “Democratic Party”  
took over, slated to  liminate govt. waste 

•  Nov. 2009 – committees set-up, populated 
 with “experts”(???) to review numerous  
projects and institutions out of the blue,  
just an hour each 

•  Nov. 16, 2009 – The NextGen project was reviewed,
 recommendation: “freeze (zero budget)” effectively killing the
 project(!) 
–  “Why  must we be #1? Why can’t we be just #2?” 
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Retaliation of Scientists and the Public	

•  Immediate reaction by numerous academic societies – Physics,
 Informatics, Mechanical Engineering, … 

•  Press conference by famous Nobel  
laureates denouncing government’s  
decision 
–  Head of Riken “Do the reviewers have the  

guts to be stand the trial of history”?   
•  Public outcry blaming the government  

for sacrificing science and engineering,  
endangering Japan’s core competence 
–  “It is worthless to aim for #2 in Science and Engineering” 

•  Due to public pressure, the project was resurrected 
–  “SUPACON = Supercomputer” becomes a household terminology 
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Still we got our work cut out… 
Lack of Software Money and Talent	
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