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MPI InitMPI_Init
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PLASMA: Tile AlgorithmPLASMA: Tile Algorithm

Block algorithms Block algorithms –– LAPACKLAPACK
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Tile algorithms Tile algorithms –– PLASMAPLASMA
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Til f QR F t i tiTiles for QR Factorization
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WhWh
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paradigmsparadigms
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HowHow
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RecoveryRecovery
•• ABORT, BLANK, SHR
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Disk
CheckpCheckp

P1P1 P2P2 P3P3 P4P4
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....
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Disk
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PCPC
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ABFT suABFT su
• Relies on floating-point arithme

• Exploit the checksum processoExploit the checksum processo

• Stable algorithms exist for any 

• AXPY, SCAL (BLAS1)

• GEMV (BLAS2)GEMV (BLAS2)

• GEMM (BLAS3)

• LU, QR, Cholesky (LAPACK

• FFT• FFT
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ABFT PDABFT-PD

The overhead:The overhead:
- 2p-1 extra process

one extra process- one extra process 
data for the rows and 
C l iConclusion: a very sca
more processors mea
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l bl halable approach, 
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Failure 
Overhead• FT MPI ill t k• FT-MPI will take care 

fault management

• Once the new process
th MPI COMM WORthe MPI_COMM_WOR
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Strong SStrong Scalabilitycalability
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ABFT PDABFT-PD
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