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The justification for an exascale computing capability initiative. 

Related basic research necessary to enable next generation high 
performance computing (e.g. mathematics, computer science, etc., 
including quantum and superconducting computing)

The current state of technology and plans for an exascale program in the 
Department of Energy and other federal agencies

Role of the Department of Energy in leading the development of exascale
computing - including its involvement and collaboration with industry, 
universities and other government agencies on high performance 
computing

Implications of data centric computing for exascale computing
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SEAB Members

External Members
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1. Investable needs exist for an exaX class machine

2. Significant, but projectable technology development can enable one last “current”  generation 
machine (1-10 exascale level)

3. Classical high end simulation machines are already significantly impacted by many of the data 
volume and architecture issue

4. Data centric at the exascale is already important for DOE missions

5. Common challenges and under-girding technologies span compute needs

6. Factors driving DOE’s historical role in leadership computing still exist and will continue to do so

7. A broad and healthy ecosystem is critical to the development of exascale and beyond systems 

8. It is timely to invest in science, technology and human investments for “Beyond Next”

Note: emphasis mine
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Industry

Academia and government

To change the game, change the metrics …

Put another way, match what you want with what you need
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Generic server design

Energy optimization

Programming efficiency

Systemic resilience

Network optimization

Supply chain optimization
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Chaos Monkey

Latency Monkey

Janitor Monkey

Conformity Monkey

Doctor Monkey

Security Monkey
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Scientific application complexity is rising

… along with multiple optimization axes

Cognitive complexity must decline …
• … else the number of parallel software developers 

will asymptotically approach zero

C, Fortran, C++, 

MPI, OpenMP

CUDA/OpenCL

Python, Ruby, PIG, 

FLUME, R

Cloud/Web Services

Technical and mainstream software 
development have diverged
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Rising costs

Declining costs

Hardware reliability

Follow the money …

Personnel

Energy

Reliability

Hardware
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System sizes are rising rapidly

Failures are frequent

System resilience dominates

Fail in place performability

Weak consistency

Biologically inspired resilience models
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Balance node RAS against system RAS

A simple, optimistic provisioning model
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Analytic models Discrete event simulation
• Detailed, hierarchical models

• Generalized failure distributions

• More difficult to explore large parameter spaces

Calibration

Failure Data

Composable Performability Model

Simulation

Model

Analytic

Model Performability

Predictions…
Cost Model

Cost Data

FRM Module

SizesSimulation

Model

Analytic

Model
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Weakly interacting partitions (racks or FPMs)

Implications

Solution to state space explosion

S

q

q

q

q

P

MM

kk































...

...

22

11



16

Inverter

Multiple energy sources 

Multiple cost functions

Multivariate optimization and prediction

Scheduling subject to energy and reliability 

Batteries

Batteries

Charge

Controller

Batteries

MPPT

Controller
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Two options, generalizable to auction-based pricing

Given

Choose an optimal subset S of J such that
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User allocations are now of substantial value

Limited incentives for user responsibility

Exacerbated by

New reward models must be explored …
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