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1. INTARODUCTION

In 1973, Hanson, Krogh, and Lawson wrote an article in the SIGN DM Newslotter
(Vol B, no 4, p. 18] deseribing the ndvantages of pdopting n set of bosic rootines
for problems in linesr alpebra, The original besic linesr alpebra subprograns,
now commenly referred to s the BLAS pnd fully deseribed in [27, 28], hove been
very successful, ancd hove been vsed in o wide conge of sollware inchwding
LIMNPACEK [13] and many of the algorithms published by the ACM Troesacitons
on Methermatical Seftevare, In particular, they are an aid to clarily, portabilily,
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modularily, and maintenance of software: and they have bocome a de fuclo
standnrd fer the elementary veclor operations, An excellent discussion of the
raveorz a8tre af the BLAS & given in [13).

An exlended set of Fortran BLAS, aimed al malriz-vector operalions {Lovel 2
BLAS). wag subsequently proposed by Dongarra, Tu Croz, Hammarling, and
Hanzan [14, 16]. The Lewel 2 BLAS were progased in order to support the
develsganent of software that would be beth pertable and efficient across nowice
range of inachine architectures, with emplngis on whclor-processing macliies,

Many of the frequently u=ed algorithms of aumerical linenr algebea can T
coded se that the bulk of the compartntion is performed by calls b Level 2 BLAS
roatines; efficiency con then be abilained by utilizing tnilored implementations of
the Level 2 BLAS rootines. On vecter-processing machines, ane of the ajms of
such implementations is o keep the veotor lengths as long as peasible, and in
miost nlgarithma the resulis are compated coe vector frow o eolomn) &l a time.
[ additien, on vector register machines, pecformance is increased by Tousing Lhe
reaults of 8 vector register, and nat staring the vecter back inlo memary.

Unfartunately, thiz approach (o sollware constrection iz often not wall suited
Lo compulers with n hicrarchy of memery (=uch as global memary, cache or local
memery, and vector registers) nnd true paesllel-proceasing computers. (For a
dezeriplion of many advancsd comparter architectures, see [17).) For thase nrchi-
tectures, it ie aften prefecable to partition the motrix or matrices into Blocks and
to petlorm the computation by matriz-matriz operalions on the hlocks, By
preamizing the computalion in this fushion we provids for full reuse of data while
the block is held in the cache or local memsry. This approach avoids exceasive
movement of dala Lo and from memory and gives 8 sudfice-teeolume effect for
the ratic of cperations o dala movement. In sddition, on archilectures that
provide for parallel proceszing, parallelism can be exploited in two ways: (1)
aperations on distinet blocks may be perfermed in parallel: ond {2} within the
aperntions on each Block, scalar ar veclor operntions may be performed in parallel.

The Level 3 BLAS sperified here are targeled at the matriz-matrix aperations
requited for these purpeses. 11 the vectors rnd matrices involved are of ander r,
then the ariginnl BLAS include operations thal are of order (4nr), the extended
or Level 2 BELAS provide operations of order Ga®), and Lhe routines specified
here provide operations of asder (Fn®h—hence sur vze of the term Lovel 3 BLAS,
Section 9 illustrates ow an algerithm far Cholesky factorization can be imiple-
nented by calls ta the Level 3 BLAS, Such implementations can, we believe, be
portable acress & wide variety of vector and parallel computers, nnd are alzo
efficient {assuming thal efficient implementationa of the Level 3 BLAS are
available). There is cortainly considerable evidence for the efficiency of such
algorithms on particular machines {s2e, for example, the references ciled in
Section 91 the guestion of portability has been much less stodied but, by
propesing a standard sel of building Blecks, we hope, to encourage research inko
this anpect.

The scope of the Level 3 BLAS i= intentionally limited, For example, no
rautines are included for matrix fctorization; these are currently provided Ty
LINPACK [13], and will be included in a new linenr algebes package currently
under developanent, which will use Block algerithms and calls to Level 3 BLAS

ACH Trararctora on Matbemaiical Softeare, Vol B8, Mo 1, March 1580,
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wherever proesible [10]. Mor are the Leyvel 3 BLAS intended to be o comprehensive
sel ol roulines for elementary matrix algebra. They are intended primarily for
aolbware developers, nnd ta o lesser extent for 11:|||:rr:rie1|.1.'|.'|.:| a|:l|:l|'il.'uli.1.‘au|.5 Pragram-
TR EE.

The details of this paper are coneerned speeifically with defining o set of
aubrautines for use in Fortzan 77 progeams, Hewewver, the essentiol fealures couald
e adapted to other propramming Innguages.

I n eompanion paper [ 18], we present a model implementatien of the Level 3
BLAS in Fortran 77 (extended o include 5 COMPLEX"1G dotn type), nnad nlse
A el of pigorows lest programs.

2, BCOPE OF THE LEVEL 3 BLAS

The routines described here hove been desived inoa fuirly olwioss manner Trom
sae of the Level & RLAS, by replacing Lthe vectors x and ¥ with matrices B and
. The advantage in keeping the design of the softwars as consistent ns possible
with that of the Level 2 BLAS is that it will be ensier for users Lo remember {he
ealling sequences nwd parmneder convenlions.

In real arithmelic, the operations peopoeed for the Level 3 BLAS have the
following forma:

fal Motnx-meatrix products

o adB + 00

[ = e AR+ A
Ce—aARBT & AC
C—wATBT + 00

Mede that thess eperations are mare nocurately described as malnx-matriz
mltiply-and-ndd operntions; they inchede rank-F updates of a general matriz,

(h] Bank-k and ronk -2k ugelates of 8 symmelric matriz:

[ AAY 4+ 30

e ad®A + 40 :

Co— aABT + oBAT + AC
Co— oAl + a8TA + A0

21 Multiplving n moiriz T n Erinngulor matrx:

B alli
e a2 TR
H— BT
B i TT

[d) Solving teanpular systems of equntions with multiple aghl-hand sides:
B T 'B
Ao o™l
Ha— BT
B — BT T

ACAE Transscsians on Mazhemabiend Sofware, Vel. 18, Mo L, March 130
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Here, oo and & are seolars, A, 8, and © are rectnnpgular matrices (in some cnses,
seuare nnd symmetrie), and T' iz an upper or lower trangular matriz {and
penzingular o (edp).

Analogous operalions are propossd in complex athmetic: conjugate tronspa-
sition is =pecified as well a3 simple transpesation, and additional operations in
(I} pprovide for updates of o Hermilian malrix, as follows:

£ A4 + 00
Coa— wATA + At

with & and § renl, and

O adft + alAY + 20
O e d ™+ FHYA + 20

willy § real.

3, MAMING COMVEMTIONS
The nome of o Lavel 3 BLAS routine follows the conventions of the Level 2

BLAS. The first characier in the nams denates the Forlean dala Lvpe of the
milrix, n= follows:

2] REAL

n DOUBLE PRECISION

C COMPLEX

& COMPLEX™16 or DOUBLE COMPLEX (if available)

Characters two and three in the name refer te tie kind of malrix invalved, as
fallows:

GE All mantriens are general rectangular
HE {ne of the matrices is Hermitian
BY One of the matrices is symmetric
TH Une of the matrices s teianpular

The foerth and Gfth, and in ane case sixth, characters in the nome denote 1he
1ype of operation, as lallows:

MM Mutriz-matriz produet

RE ERank-k updnie of & symmetric or Hermitian matrix

2 Tiank-2F updote of a symmetric or Hormitian matrix

Sb Solve & svstem of linear equations for o motriz of right-hand
sicles

The permitied combinations are indicated in Table [ n the Tiret column, wieder
earpipex, the mnitinl © may be replased by Z, [n the second column, under real,
the initin] 5 may be replaced by [3; =ee Appendiz B for the full sulroutine calling
SSILENEES.

The collection of reutines can be thaught of a8 being divided inta faur separate
penrts: rewd, dondde procisin, compiex, and eompler® 16, The roulines can be writien
in AMSI standard Fortean 97, with the exceplion of the routines thal use
COMPLEXLE vnrinkles. These reutines ace included for completeness and for
their usefulness on those systems that suppoert this dala Lype; bud becnse they

ACM Tranmasticns an Mathersatizal Softwere, Yal. 18, Ma. 1, March 19w,
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Tahle 1
Cornplex il PPl {404 4] o am
L& H-H SiGE a
Ry 53y a ® "
THE . . =

CTH 5TR

do not conferm 1o the Feortran standacd, they may net be aveilable on all

michines, However, note that rank-% updates of general motrices are provided
by ilee GERMB readines.

4. ARGUMEMT COMVEMTIONS

We Tallow a convention for the argument lisls similar do thot Tor the Level @
BLAS, with the necessary ndaptations, The erder of arpsuments i= az follows:

{a) Arpuments apecilying options

[h) Arpuments defining the zizes of the motrices

{] Inpaat =cainr

(d) Descriplion of inpul matrices

{2} Input scalar (seociated with inpu-pulput mnirix)
(£} [deseription of the input-sutpat maelrix

Maote thnt nod every catepory iz presenl in each of the routines.

The arguments that spreify options are charseter arguments with the nomes
SIDE, TRANSA, TEANSR, TRANS, UL, and DIAG,
EIDE iz used by the routines as follows:

Wil Meaning

L Multiply penernl matrix by symmetric, Hermitinm or triangular
maleix o Lhe left
‘B Multiply penernl matrix by symmetric, Hermilion or Leiangular

mitlrix oo the right

TRAMNSA, TRANSE, and TRAMS are used by the routines ns fllows:

Yalus Menning

il Operate with the matriz
[ Operate with the transpose of the matrix
G Operate with Lthe conjugate transpose of Lthe malrix

In the real cose, the valees “T nnd "0 have the snmin MENTHTIE.
UPLD a5 weed by the Hecmitinn, symmetric, nmad frinngular moirix rostines to
speeily whelther the upper o lower triangle s being reflerenced, as follows:

Yalue ®eaning

" Upper trinngle
eI Lawer Lrinngle

SUSE Traresct b oo Mo beonia i 0wl Bofeaage, Vol BB Mo |, hBarch §50),
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DIAG is used by the toinnpgulnr matrix routines i apecify whether the matriz
iz unit Leiangulor, as follows:

Value Menning

< LInit triangular
W Menunit triangular

When DIAG 15 supplied sa 'L, the dingonn] clements are nat reforencsd.

Thus, UPLD and DIAG have the same valzes nnd meanings ns for the Level
2 BLAS; TRANSA, TRAMSE, and TRANS have the snme valises and meARinEs
a8 TRANS in the Level 2 BLAS, where TRAMSA and THRANSE apgply to the
mntrices & or B, respectively.

We recommaend that the equivalent lower-case characters e accepied witly the
some menning; although, becavuse they are not included in the standard Fortran
character sel, their use may not be supported on all systems (see Section 7 af
1] for furiher discussion},

The sizes of the matrices are determined by the nrpumenta M, M, and 1. It is
pereiaible to cnll the routines with M ar M = 0, in which case the roulines oxit
immedintely without referencing their matriz argumenta. IF M and M = 0, hut
K = 0, the operation redeces to O — @0 (this applies te e GEMM, 8YRE,
HERE, 5YR2K, and HER2E, routines), The input-outpat mateix (8 for the TR
rautines, I otherwize) iz alwoys m = n if rectangular, and oo il AIATE.

The description of the matriz conaizia of the nrrny mame (A, B or O followed
by the leading dimenzion of the array 8z declarsd in the calling (sublprogram
{LDA, LDE, or LM

The senlars always hove the dummy argument names ALPHA nnd BETA,

The following valuez of arguments are invalid: Any value of the chnracter
nrpuments SIDE, TRAMEA, TRAMSE, TRAMS, UPLD, or DIAD wlioe mennig
ig nol speifed,

[\
M =0

K=n
LA = the number of pows in the matriz A,
LI¥E = the mumber of rows in the matriz 8.
LI < the number of rowa in the motrix O

If 0 routine is called with an invalid vnlue for any of its nrpuments, ten it must
repart the fact and terminate execution of the routine. In the model implemen-
tation {see Appendiz B), each routine, on detecting an error, ealls n commeon
errer handling routine XERBLA, passing to it the name of the routine and the
number of the firat argument that iz in error. Specialized implementntions may
eall avslem-spenific exceplion-hondling and dingnostic facilities,

o BTORAGE CONVEMNTIONS

All matrices are stored conventionally in a two-dimensionn] array with matriz.
element q,, stored in array-element AT, 0): there iz no provision for packed
atorage [or symmetric, Hermitian, or trianpular motrices,

AU T on Mark ienl B o Vol 16, Mo 1, Merch 195660
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Far avemetric and Hermition mntrices, only the upper Erangle (UPLO = U7}
of the lower triangle (LIPLC = *L'} is stored.

For trinnpulnr matrices, the argument UPLO serves to define whether the
motrix is wpper (UPLO = "'} ar lower [(UPLO = "L trinngular.

For a Heemitian matriz, the imaginoary parts of the diagenal eleaments are of
course zera, and thus the imaginary parls of the corresponding Fortran array
elements need ot be sel, but are azausved to be zero, In the HERK nnd HERZE
roulines, these imaginary parts are 2ot to zero on refurn, excepl when @ = 1 aed
o a1 k=0, in which cnse the roatines exil immediately.

&, SFECIFICATION OF THE LEVEL 3 BLAS

Type wnad dimension for variables ecourring in the subroutine specilications are
as [ollows:

[NTEGER M, M, K, LIDA, LIFE, LI
CHARACTER*D S1RE, UPLO, TRAMEA, TRAMSR, TRANMS, DIAG

Far routines whase first letler 15 an 5

REAL ALPHA, BETA
RIEAL ATLDA, *), BILDE, *), CILDC, %)

For rontines whose first letber is a [:

DOURLE PRECISION ALPHA, RETA
DNOURLE PRECISION ATLDA, *), BILDE, *), CILDCE, *)

For routines whose [irst lelier i= 8 O

COMPLEX ALPHA, BETA
COMPLEX A(LDA, *1, BOLIME, ), COLIME, *)

except that, for CHEREK, the scalors « and @ are real, so the first declaration
niovee is repliweed by

REAL ALPHA, BETA
and, for CHERZE, o is complex and @ ia real, 20 this iz replaced by

COMPLIEX ALPELA
REAL BETA

For poutings whose first letier is a
COMPLEX*16 ALPHA, BETA or DOURBLE COMPLEX ALFPHA, BETA

COMPLEX"18 A{LDA, *) DOUBLE COMPLEX A(LLMA, *)
COMPLEX*16 BILDR, *) DOURLE COMPLEX B(LDE, *)
COMPLEX*16 C{LDLC, *) DOURLE COMPLEX C(LDC, *)

pxcept that, for ZHERK, the senlars o and @ are real, so the first declarntion
ahave is repleced by

DOJELE FRECISION ALFHA, BETA
AN Transsctiznn on Mathemabenl Sefteare, Vol 16, Mo L, March 1550
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and, for AHERZK, & is complex and @ is real, 20 Uhis i= replaced L

COMPLEX"168 ALPHA
DOUBRLE PRECISION BIETA

{n] Cremeral matrix-matriz products;

-GEMM ITRAMNSA, TRANSE, M, N, K, ALFHA, A, LDA, B, LDA, BETA,
C, LG

Operation (C i alwave m % al:

TRAMEL ="M TRAMNSA =T TRAMEN ="
TRANSE = "N +— adf + 20 e o AT C— e AYH + A
Aisme b Rishen Afshxm Biskxn Alakxm Hisk®n
THAMEH = "I £y ART 4+ g0 Cam o ATRT + 7O Cr—aA™07 + 00

ApmxkBisnxk Aiskxm Blan=hk Ajiskxm Bisnxk
THANSER ="' Cae o dBY + 30 C— e ATHY + ac o AR Ig|_"_"

AismxbkBiaaxk Ainkm Bisn=xh Ainh=m Banxk
(I the real eaze, the values T ond *C7 have the same meaning.)

(b} Matriz-motox prodiects where one matox is real or comples svmmelsie or
complex Hermitian:

-5¥YMM (SIDE. UFLO, M, N, ALPHA, A, LDA, B, LDE, BETA, C, LDO)
-HEMM (SIDE, UPLO, M, N, ALPIA, A, LDA, B, LDE, BETA, C, LDO)

Operaticn (O s always m ¥ a1, A 2 svimelnie for the _SYMM routines and
tlermitian for the _HEMDM routines):

SIDE = "L S[DE = "It
O a— AR + 2 o= o fA + 10
Az mo® o Bismxn
Hism®n Adg s =

(c] Honk-% updates of o renl or complex svouneice ar comples Hermitian
imalri:

SSYRE (UPLO, TRANS, N, K, ALFHA, A, LDA, BETA, . LI
-HERE (UPLO, TEANS, M, K, ALPHA, A, LDA, BETA, O, L1C)

Operation (C ig always & % n).
For 3YRE routines [ is symmetric):

THANS = "N TRANS = *T"
[ |g.-"l.l‘|.1-+.|3I: I +|'_|I:'
Asn =k Aiskxn

For _HERK roadines (€ iz Hermitianl:

TRANS = ‘N' TRANS = (7
L L A o aA®A 4 g0
Aiznx i AishkXn

ACM T an ssih tieal 5 v, Vel 18, Ha, |, Maich 8.
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{In the real eass, the values “T amd “C* have the same meaning. In the complesx
case, TRAMNE = 'C" iz net allewed in _EYRK and TRANS = “T7 iz nod allowed
in _FIEEIEIC )

{d} Rank-2& updatez of a renl aor complex: aymmetric or complex Hermitian
mitlrix:

SEYRIN (UPLO, THAMS, N, K, ALPHA, A, LDA, B, LDBR, BETA, ©,
LOHC)

-HERZK (UFLD, TRANS, M, K, ALFHA, A, LDA, B, LDB, BETA, C,
LI

Operation (O is always r = al.
For _5YR2ZK routines (0 is symmelric):

TRAMS = "N° TRAMS = "T*
O aABT 4+ aBAT £ A0 Co—wA"R 4+ o R4 + 5O
Aand B aren % § A and Boare k%

For _HER2K routines [ is Hermition )

TEANS = "W TRANS = [
O o ABY + GBAT 4+ 20 Co— oAVE & SR%A 4 80

Aand B oare i ® & Aand Bare k®n

(I the real cose, the values “T° and “C* have the same menning. In the complex
caze, THANS = ‘C7 is nol allsswed in _SYREK and TRANS = °T" 15 mod allowed
in _HERZK.)

(e} Triangular matrix-malrix producta:

STRMM GSIDE, UPLO, TRAMSA, DAG, M, N, ALPHA, A, LDA, B, LIDR)

Uprerntion (1 is nlways m ¥ n, A is trimngularck:

THAMNSA = ' TRANEA =T THAMSEN = '
SIDE =L fa— Al He—nA™H B oe—aA"H
A s trionpular m = om0 A de letsngular m = m A B bnanpalar me X oon
SIDE =-'R° Ha— o liA Ha—pBA" B A"

Adstriampelar i X e A s trasgular e X o A B triangalar i ¥ o0

(In the real case, the values “T" and "C7 lve the same meaning.)
() Solutien of trisngular syetema of equations:

_TREM (SIDE, UPLD, TRANSA, DIAG, M, M, ALPHA, A, LTIA, 1Y, LIMS}

Operation (8 s alwaevs m 3 0, A Qe Lriangular):

TRANSA ="N' TRANSA =T TRANSA = '
SIDE =1 Be—ad 'R He—pA "R Bae—pa™"B
Ais trinmgelar m 2 en A s trinapular mo¥ e A ds trisngalar me X m
SINDE = "1/° B alA~" v e 4T Hoa— pfid "

Adsdrinngularn ¥ e Aistriongulsrn X A s brisngalar e X0

(I the real cose, the valoes 'T and “C' have the game menning. )

ACH Trarasrilore on Mathemadical Salbwars, Fal. 16, Moo 1, March 128,
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7. NUMERICAL STABILITY

Although it is intended thnt the Level & BLAS he implemented s elficiently ns
passible, it is essontial thal eMiciency should not e achieved at the cosk af
sacrificing numerical stnbility, This is particula rly important becnuse the Level
3 BLAS nre intended to be used as building hlocks in higher level algorithms of
linear algehra. If the Level 3 BLAS themaolves were unatable, they would destray
the stnbility of the alporithms that eall them,

4. RATIGHNALE

[n1 the design of all levels of BLAS, one of the main caneerng is to keep hoth the
calling sequences simple and the range of eptions limited, while a8 e same time
maintaining sufficient functionality, This elearly implies & compromize, and a
gond decizion is vital if the BLAS are to he acespled s n wsoful standard, Tn this
seclion we discuss the rensaning behind same of the decisians we hawve maade,

The three bazic matrix-mntriz operalions were clyesen lmcnuse they oecur in n
wide range of linenr algebra applications: this is eonsistent witl the criterin nsed
for the Lovel 1 and Level 2 BLAS. We have apain nimed al o reasonahle
compromise betwesn a much Iarger number of routines, ench performing anly
ong type of operntion (eg., B« LAY, and a smaller nusber of rantines wilth a
more complicated sed of options. There are o tiwcl, in each precision, § real
roulines performing elicgether 48 differont combinntionz of aptions, nnd 4
complex routines peeforming allogether 81 different combinntionz of options,
The number of rautines is much zmaller than in the Leve] = HLAS.

The routines that we have specified nre not intended ns high-level mntrix
aligebra routines, but rather as building blacks for the construction of such
rontines,

In almest every cuze, whers appropriate, we inchide operations invalving a
mantrix and its transpose {the anly exceplions are the _SYMM nd _HEBRMM
rautines), We could ask the user Lo Eranspose the input matrix, but feel that this
would be sn imposition, porticularly if the BLAS routine is being called from
sbeep within the user's code. [0 would nlao incremse the amount of data moverment,
whereas ane of the nims of our progosn] is to assist the development of soltware
thal minimizes dala movement.

It could nlse be argued that algerithms cnn be rewritten to require cnly one of
the patterns of aceess for symmetric, Hermitinn, o trinngulnr matrices {ie.,
upper or lower triangle), but we do not foel thal the BLAS sheuld he dictating
this 1o the user,

We do not provide reutines for operations invelving trapezaidn]l mateices: all
our triangular matrices are square. This i3 consiatent with the Lavel 2 BLAS. It
would be possible to extend the roulines far triangular matrices so Lhat they
conld hamdle troperaidal matrices, but ot the cost of introducing extrs arguments.
On the other hand, a trapezoidal mntrix can always be partitioned into o
triangulor matriz and o rectangular matriz,

We have not inclded specinlized routines to tale advantage of packed slorngn
schemes [or symmetric, Hermitinn, or trisngular matrices, nor of compact storage
achemes for banded mntrices, because such starage schemes de not seem ba lend
ACM Trarsstiom on Metbemalaa]l Soflware, Vol 16, a1, Meech 19050
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themselves to partitioning into blocks, and henes are not likely to be useful in
the Lype of npplication we are aiming ot, Also, packed storage s reguired much
less with the lorge memory machines avnilable tadny, nnd we wish 1o keep the
sef of routinea as small as peaaible,

We nlso hove not specified a sed of extended-precizion roulines anologoas Lo
the S and EC routines in the Level 2 BLAS, since this weould require a Gwo-
dimensional array in exlended procision.

Az with the Level 2 BLAS, no check baz been ineluded lor singularity, or near
singulnrity, in the routines for solving triangular equations. The requirements
far such a test depend on the application, and 20 we felt that thiz should not e
ancluded, Bl 2lould instead be performed sutside the trianpolar salver.

We have tried to sdbere Lo the convenlion of, and maintain consistency with,
the Level @ BLAS; however, we have deliberately deparied lmam this spproach in
a fow cases. The inpub-output matrix O in the matriz-multiply routines = e
analogue of the vector ¥ in Lhe malriz-vector prodiect routines, Bot hers, O always
has the same dimenzions, whereas ¥ wasg either of lenglth m oor 0 depending on
confexl. [n the rank-& updale routines, we hove inchuded 8 porameter @ which
wos not present in the Level 2 rank upedate routines. Here we felt that the
parameter {§ i= veeful in applications, and sinee the matriz multiply coutines can
alzo bie viewed as rank-& updnte rontines, we hove congistency bebween the MA,
RK. and B2K routines.

We hawve alao added a parameter o Lo Lhe roatines invelving trinngulnr matrices,
This wnz not felt to'be needed in the corresponding Level £ BLAS, sinee there
wauld be little sidditional cost in a sepreate operation Lo seale the reault vector
b o, However, in the Level 3 BRLAS, whers there is nowhole matrix o be scaled,
it iz advantageous 1o incerporate the scaling within _TEMBM or _THSM.

Acbelitionnlly, we have provided for complex symmetric, oz well as complex
Hermitian, matriees, since Lthey oceur sufficiently often in npplicntions,

I our propesed naming scheme, the et character (5, D, C, or &) indicates
the relevant Fortran ddngn type, This conforms to the conventions already estab-
lizhed for the Level 1and Level 2 BLAS, and alse other seftware such ns Linpack.
Howewer, the fnet that single- and double-precision veratons of a BLAS routine
lave dilferent names can be an obstecle 1o portoability, becnuse the ncienl
precision of, say an 8 realine moy differ considerably belween mochines, For
example, SCEMM on a Cray 2 will use anthmelic with similar precision o
CHEEMM on an TEM 3090, The ideal selution would be to use peneric names,
et anly for single- and double-precision versions, but alss for real and complex
vergiong, This option i= nob available in a standard Fortran 77 environment.
Hewever, for implementations in other environments or programming langunges
Lhal do permit generic nomes, we propess thot the first choraeter of the Fortznn
T names should simply be omitted, giving the geneeic nomes GEMM, SYMDM,
Y RE, 8YRZKE, HEMM, HERE, HERZE, TEMM, and TIRSM.

9. APPLICATICNS

The primary intended application of the Level 3 BLAS is in implementing
rlgorithmas of numerical linear algehen in terma of operations on submateicea (o
blocka). Thers is a long history of Beck algerithms, eg., [1, 4, & &, %, 11, 22, 29].

AN Trardact i on Methemstical Sefteare, Vel. 18, Me L, March 1950,



12 " J. L Dangarra &l al.

Buth the NAG and the IMSL (Edition 9) libaries include mech algerithms
(FHBTF and FOIEXF in MAG; LEQIF and LEQOF in IMALL The earlier wark
was usunlly concerned with submatrices being tranefecrsd betwern the main
memory and disk or tape. Similar concerns mativated wark designed Lo exploit
Comman page-swapping algorithms in virlual memory machines. Tndeed, the
Lechnigques nre similar wherever there exists any hiesnrehy of data storage {in
terns of nocess speed]. Addilioaally, Tl blocks, and henee the maultiplication of
lull malrices, might appenr o8 o sulsproblem when handling large sparse avsiems
of equations (for example, [9, 29, 26]).

More recently, several workers have demonstrated the effecliveness of ook
algerithms onon variety of modern compater arehiteclures, with weclar-pracessing
or parallel-grocessing capabilities, on which patentially high performance ean
pazily be degraded by ecxcessive teansler of dotn betwesn different levels of
memary (vector registers, cache, local memory, main memory, or selid-state
disks) [2, 0, 5-7, 18-21, 24, 26, 30-32]. See Demmel ot al, [10] for 8 progosal ta
develop & mew linear algebra libracy using bisck slpoeithms wherever possible
and calling Lavel 3 BLAY,

Here we illusirote how the Level 3 BLAS roatines can e used ta implement a
simple algorithm of numerical linear algelca, namely, Cheleaky fnclorizntion

The strntepy is to campute al ench stage a bleck of consecutive columns of the
reaull. The size of the bleck is & parameter, ab, Lhal may he varied Lo suil
the size of the problem and the archilecture of the machine. (For transportable
sellware, we zhall need some means of determining the bleck size within the
routing, bul we set that j2aue a=ide here.)

There are sther woys to organize the computation: far exnmple, it ia equally
pessible te compute a block of consecutive rows at ench stape, The annlysiz of
Dongarra et nl. [18] ean easily be extended to bleek alporithms. We have chosen
o organizalien Ehntl warks by columns rather than roavs, one that invelves fasesl
memory reforences,

Also, we hove implemented the nlgorithms in such a way thal aubinatrices
pazaed Lo the Level 3 BLAS roulines nre kept as large as possible fonee the black
sixze hos beon fxed); this gives the grealest seopn for achieving ellicienoy within
the Level 3 BLAS, Alternatively, one might explicitly partition the matrix into,
gay, aquare blocks of size nb % nb; this would require many mere calls 4o the
Level 3 BLAS rontines, but meight allow s more preciae contral of ey or of
parallelism.

We amsume that we are given n positive-definile symmetric matrix A4 whose
bwer triongle is stored in the lower trinngle of 0 two-dimensionnl areay, We wish
Lo compute L, overwriting the given elements of A,

We can portition the matrices so that

-|'1-JJ l":l:l -"1::| L|| Lir| Lsrl .|'..':|
An Ax AL | =|Ln La LE L&
Ay Am Aw fen L Lasa L3
Loy Ly L, Lo L
=\ Ly Ll + Lally Lalli + Lnlh
Laldy Labdi + LaallL LafLD + LaaLL &+ LoLT

ATM Traaesciioes s Matkematicnl Softmmre, Yol 16, Mo 1. March 1990
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Here, gy ind Lag constitule the current block of columns of [ ta be -.'-:lm|:-|:|r:l:|.
and we assume that Ly, Le. and Ly constitute the blecks, if any, that have
nlrendy been compaied. Mote that the hlacks in the above portitioning nre nst
all of equal gize—1he off-disgenal Blocks are, in general, rectanplar.

Eouating blocks, we have

Ass = Lo LT+ LoelS
Axz = L Ll + Laalda,

an that

-‘r-l'!! L;? — flﬁ p L:||L;|
LH’-’ - [-"‘!'.1; = -|la-|- nr.-L:H .r.{?] 1

Thuz the computation of one Block-column of the resull involves the following
aperaliomns:

(L) update the diagonal Block:

Adz — Ay = Lo Lh
(2) eompuie the Chalesky Tactorization of the dinganal Block:

. Ajy = Ll

(3] update the subdingonal Block:

Ady = Am — L L4}
{4} eompute the subdingennl block of L

Lo — AR(LE)™

To exprass Lhe complete algorithn, we adopt o notation in which the matrix is

partitioned inte blocks A, of size kb ® el with p = Tnfebl, and vse A, to
denote, for example, the biock row [A;,, Aa, -0 Az ) The algorthm i=

ferj=1tep
.ﬂu +— ﬂ.. - A._I-.‘ ||'1:| J= r_E'!' FLF:]
lactorize A, (unblocked alporithim}
ﬂ-l-l.h-"_l'1.-d|m_-l'1.l-|m:r'-|l'1.?..l.l-| [—UHMM]
Aperag = Apsrp A4S [ TTREM)

In Appendiz A, we give the Fortran code for a block Cholesky factorization
routine DLLTTLE, enlling Level & BLAS routines; and alzo a lower level routine
DLLT, which is called iy DLLTE and ealls Level 1 and 2 BLAS motines. A
separate lower level reutine is needed, since current stanedard Fortran foclicds
recursion. The structure of DLLTH has been kept as similar as poasille to thal

ACK Transactione nn Matheestical Soalteare, Yol 16, Moo 1, March 192560,
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af DLLT. The call-tree is

f DLLT®
= TRaE
G'r Fl.H)V DLLT LHEERMM LFIHER
T

T rx:-..~.11:/J| [J!i(:.-';u

AFPENDIE A BLOCKED CHOLESKY FACTORIZATION
TUMRGUT NG DLLTIH, &, LD, TNEG)

. Corfguled an L*L**T facierizalios of a symeesdric posivivo-definlte
: mairie A,
L) Dlaeked verdiion, ealling Level 3 RLAS,
o

I HTEGER INFD, LDA, W

LOUTILT TROC S 10 .l‘..l:l,.l,:l-'. LY ]

INTEGER 1, 1n

INTEGER B

FARANETER [HD=G4 }

EXTERMSAL DGEMR, DLLT, DSYRE, DTREM
*

INFD & 0

D101 =1, H, HB

IR m MMM - B0 )
"
! Updare diagosal blsek.
CALL DEYREK{ 'Lower', "MNoe teanipoese’ JE, 1.0, -1. 000, ALF, 0%, 10064,
1 §.0med A0, 0}, LOA)

* Factarice diagonal hlock and tepi for
* non-posiLivo-definiteness.
"

UALL DLLTLIR AT T ) LD, TN
IF {INPO.NE. D) O3 TD 10

1F [1+#]B.LE.N] THEN

+

Lpdate aubdiagosal bleck,

CALL DEFEMMAL"Mo irandgode”, "Tragipode” M-1-J0+0, 0N, 0-1,

5 P LT 8RR T TS I I L o Y o I O
i LIS
= Compuele iuhdiagenal hlosk of L,
CALL DTRSM{ "Right", "Lower " "Transpoze' 'Mon-unig’ M-1-18+1,
H TB L 000 AP, F).LDA AT #IE, 1), LDW)

EMDr IF

MUA Traraas o oo Methemabiend Bodisare, Yol 16 Mo 1, Meech 19940
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10 COHT L RUR
RETURM
20 ITHED = [MEG 4+ ] - 1

RETLRH

ERLY

SURROUT IHE DLLT (M, &, LT, INFO)
® Compuics an L*L**T f[acierization of a symmelric poiitive-deflinite
* mELEin Ao
] Untigcted weriboa, calling Level 2 and Lowel 1 BLAS,

IHTEGER IHFQ, LDA, N

LOLBLE FRECISION A{LDN,*)

| HTEGER ]

TCATELE FRECISION DOOT

EXTEHMAL TOT

EXTERIAL DGEMY . DECAL

INFD =

B3] =1, H
+*
- Updare afj.]].

AL J) = AL DY - DOOT{R-0 AR, L) LDAALD 1) LD

Ly Compuis 0{j,j) and 1231 Tor non-posiifivc-definitenexn,
L

IF {A{],7}.LE.Q.ODD) O T 20
AL 1) = SCRTCACTLIB)

Im {5, LT.H} TEIEN

Vpdate elemenss J=l:zn nf j-th eclumra.

CALL DGESS ‘Mo trasspose” Mol Jal, o 1000 A01+1 1) LW,

% AT, ) LD, 7,000, A0+1,0, 1)
Compuie alamenle j+1:da &l J-1k column of L.

Calll. DECALGH-T, 1. 0000ALT 1) AR+, 03,10
EMD IF
10 T I LR
RETURM

20 MM = ]
RETLURH
(i k]

APPEMDIY B CALLIMNG SEQUENCES FOR ALL THE LEVEL
airee apLieEn dim

R L TRANESE,, TRAMSD, M, M. OE, ALFIL, &, 1D, 0,
_SWEM (5109, UPLD, M, M, ALFIA, A, DM, D,
_limked {ATDE, UPLO, M, H, ALTILA, A, LDW, 0,
_EYRE | UFLO, THAHE | K, K, ALFItA, &, LDW,
_NERE | UFIE, TRAKS | M, ¥, ALFMA, A, LD4_
_EVRIEL UPLD, TRaRS | M, K. ALFILL, A&, 1D%, 0,
_NEATE UFLO, TRAMT W, K, ALTILL, A_ LBW, B,
_TR {SLDE, UFLD. TRANSA, Dind. B4, W, ALMEA, A, LDA, @,
TREM {DINR, UPLD, TRAHEA, rk0D, M, M, ALPELL, A, LDA, R,

ACHM Trarsaciiors on Mattematical Scltwers, Yal.

3 BLAS

igalid marric metela vonloe mapoix

LA, OOTA, ©, LIX)
Lk, BETA, O, 100N
Lon, BETA, £, LEEC)
ARTA, ©, LTC)
BETA, ©, LI
LI, BETA, ©, LOC)
LR, WETA, T, 10Ch
LI
Lo g

16, Bo, 1, Marca 1MEER
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