— ‘ﬂm wurﬂu
i 'muﬁmmpm system.

- broke the G8p borier
. ond severol enfranfs
showed ety of

umngsmhuiEESE "g

. sz: WINNE

Thl: Gﬂrdun Hgll Prize

ecognizes Tignificant
:u:hlcmmtnb inthe applica-
“gian of mpclmmputtra o -
entific and engineering prob-
Jems, Tn 0 two prizes were
-::-I'Fercdmdﬁ‘-:ccatt.gtmm

prizes this whuwiml*nrr_d
lizs elapsed 'ur_nl:

umrksluhr:ms e Fﬁm—-'
4 pplei/per
b w_:.‘hid'i 1 ...I.I‘.'IEIE tlevel-
o appitne “of cost-cffective
..mr.m:m]u. -corifiring: ani
l: m{m.!:!h_li:P- 4 compiler mmu.:].mm,
Joig o HEN MRS “which encouriges the devel-
e _rl HOGST SIMD gpment of smart |1"|r.1.|'i|‘.'|.1:r.tl|:|g
9 : fﬂ&:'?ﬂi&j.' % R:'!:'l:l"':l":EH .
i ]'I:L‘t]'- EI'ILI'";'-‘G
f W ed 12
e : _ seven were constdrd for the
o i, performancé, prize,; two for
it pricefperformance, and two.
sy * for compiler par.llll‘.'ii..f."ll:u:lt'l
g

q s s
v =

re ntess-a nqnm!:cnt
_ﬁg?a.:gow" 5pcu:dl.l|:l We

“awarded prizes in the
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compliler-pamallelization cate-
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Gmﬂun Bell, dufsm;nnst
ar Swardent Computer, and a
consultant for Me Unlimited,
both in Supmyvalg, CsliF;_,.-.iﬁ
g ing o 51,000 prizes
each year foe 10 years w pro-
mote practical parallel-pro-

" cessing_pesearch. This is dhe

fourth year of the przeywhick?
IEEE Sgfrware has adminis-

+1ered. The winners were an-

nounced Feb, 27 at the Com-

puter Society's Compeon

conferenos i%San Francsoo.
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A checkdfor §r,nm WL Toe
G A Gedst and G Maleoln
Stocks of Oak Ridge MNational
I.:hﬁra:an# Beniaming
Ginarempo of the Universine
of Messing, Italy, and William
A. Shelton of the US MNaval
Research ].almumq» for win-

- One entprprising entrane,
]mnvgug.ﬁ::m Hexible the-rules S hing ‘the. price/performance

yward, They computed the
electronic smucture of o high-
temperature sMpérconductor

o a [ 28-node Intel (PSCA860

‘at @ price/performance of

more than 0.8 GRops pes mil-
bioh dollars. In-addition, they
solved thi same problem on a

i tbel:jﬂﬂphan'icrh.tingh_m-
ken by d milticosngaer run-
ning a real appplicagon.

Ciary Sabot, Lisa Tennigs, -

Alex Vasilewgky of Thinking
. Machines and Richard Sha-
piro of the United Technolo-
gies received 3300 for their
work in compiler paralleliza®
tion., They ised a Forman-77=
to-Fortran-90 conversion
~package o parallelize. & grid-
rendeation program wsed o
solve phirtial differential equa-
yions. They achieveg a
spaedup of 19007 and ¢
wigre than 1.5 Eﬂaps%n a
Connection Machine®with

SOS.

Two honorable mention
prizes of 3250 each alo were
awarded.
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‘ran at more than 15 Glops®
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Lﬂb;:q':lmnea and Michael 5.
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1_.r-:-jr This ety increased - Hor c:tamp]:,, tﬁﬁs.nl-:-rad-:- w
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U Gardtn. ahd David Flile of  materials with tetal-insulator - gle electron moving through

pfce for the RS/G000, Model:
420 neacly twice that wsed by
the il Ridge teant. We ad-
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rerali Jike E'q.-'“imh or lu'ltl:,-
disordered marerizls li
glasses. Recendy, hu'-'.'l:me 3

]-uéi e5 Felt that, al-s. therg has heen a grear deal of | 5n'1t¢s thiit a fun-
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what are alled substiutiorally
disardered matersals, THe o
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press atgntion is the Family of
high-tem rature s.up-:-r-:c-n-

“or magnetic-phise Tansidons

also Bl intd this categonye.

These ntm:n:nls are mesy, - Hel and other ele:

anch m:-l:rpn:ung"'thc bperi-
mental datacis difficult. Five
veags after the discovdry of
high-temperature supergon;
ductors, researchers sall da”
riot ypderstand why they lose
electortl resistance, Thus,
théoretcians hae be -::al]t-:l
‘ot to’ help. While sEmi-
cmplnmtsnxiue;mn I:r::usn:l:u]
it s widely flt that scienaiss’
will undersaind these materials

pnnu !llﬁ In this cisc, st
principles” means relativistic
quantum electrodynamics.

" Irisnotye ible tosolve
:il-:Sl:l'lml;hmuﬁun fora

solid; there are just oo many -
degrees of freedom. Instead,
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methed like dhe colierent po-
tential approximation. You ap-
 prosimate the effects the dis-
" grdered gystal has on the
electronic struchire by the ef-
figts of some "effective” st
tn.:rver .ﬂm orderad, geriodic |

3 proxifiatisn
computes the
hesr effective
seatterer that
yioa can get
using only aver-
age propefucs

a 3

of the nacled,

uniquely on the eleciron den- ¢ « - Finding the effective scut-

sity. Furthesmeore, the electron.
density can_be computed Ty

an electeic ficld that i an aver-
tgcufthemm:lm'ln‘i: | the nu-
. This
hetion must inclode the ef-
ottt the moving electron

h ‘nn‘-al.'l the other elecwmons
l&gf:*ﬂ]utiﬂn must be salf
went. In this approach,

you approxnuate the complex, |

many-clectron efects by weat-

‘ing the l'md'.grmmd slectrons.

25 2 contneons gas and wsing
the densjty of that gas at any
point as an approadmation to
“thiz true elecraf densmy — by

s < rerer involves the self-consis-
':cnrg.uhmunnt'ﬂcmflml.“ral |
efuations. The procedure
starts with a peess abour the
electron distributbon. MNest,
_you perform fmany numencal
quadratares, You wuse any devi-
ations from self-consstency o .
apdate the elecron distribu-
gom. You continide the proce-
eluwre uniil i converges,

You calculatir the imegrals
representing the soludoh over
the fundamental migddsof the
crystal; these modes depend |
pn the loctons of all the nu-
clei. IF the algorithin were
parallelized st this Tmln:i cach
|:|ma==nr"'~'.n:m]d be responsi-
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“F
t3l modes in-

“can be dong

e "l_ ]

volvis. an inge-
gral over the

energy, which *

parallel

separately at

,each - atomic
site, :
. A L] -
‘The integra- .

‘Hon aver energy requirds b

tween 200 and 1,000 energy
evaltations ap edch site o de-
cermine ' the charge distribi-

|- tion for the next iteration, .

Fuch' ener

eviluation in-

volve®the fteradve solution of

the u;h:rmrﬁn;mm;] appro-

1+ BERiALon Ed]q:!llf!lﬂi BI’.‘EEUS'E.

there isa preatdeal ofcompu-"

[ tfion and lide communiea-

tion,-this dpproach is well-.

- suited for. paralle] processing,

even on A 1Ry connected sl

] '4_|F|:|:|'|j|;'.§b-¢n|:|un! PIOCERSOTE:

In i winging entry, the
Ok RidgeiMessina/MNaval
Lab teim implemented the
parallelization with a q::s-
ter/slave’ aprdagh.

is responsible fm' t'ﬁl:l-

ing - ¢ problem descniption,

1mE’Iemenfed fhe

o mastd/slave®
‘ *ﬂnﬂfﬁuth“

"

= ];n]r: fq:-t*;a sub&-:: cuE TJ1|: eryesal. - the Jmﬂnn ﬂ-rrhl: input files, -
i B’Emmndummn:gmhuwuhrc and managing theoverall iree-
< i frmi the entive erystal,
xt}usﬂhmwﬂu]drﬁl]ﬁllr:ﬂ lowt sigTiiang raskd o PrOCESes in

ation. Tt balances koad by as-

Eu:nnunww:a- : grder of de- .
“tion among : ereaging diffi-
__'p;uwsmn ’culcj. &
l'E}:r' ti _ An :II'I.I:n:n:Et-
1 Funetioh being i!‘l “5 en i‘hE
| - incegrated over’ 1-? the code is itz |
the fundimen- . wmmﬂg Y portability; it

has vgrsions for
yserial; shared- -~
miemory, ,and
diseribuced-
IMEMary Com-
p_‘uiei's- " The

on 1.’lr|ﬂ1

cafi be mogder-
-"n. . Ccately  closely
coupledgsystems  like
hypercubies or a loosely conr

accted collection of work-
stations. The input fAle deper--
nﬂntﬁm‘]‘;ﬂd‘lﬂmu]litﬂidn_l;nr
message passing will be used,
The potal program takes
16,008 lines of Fortran and
#conmins: 127 subroutines. Of
"these, only aboue 20 are explic-
iy involved in the parallelism,
. The tesan presented resuls
*for the simplest of the Per-

‘ovskite superconducrors, a

family thar inchades several of

sthe other high-temperanire
superconductors. This bar-

um-bismuth sstan s of in-

werest because i has qnly five
sunple cubdc sublartices, i las
a cubic symmeny thar reduces
the amount of computation,
and it is closely related to the
manf compligated sysénd in-
volving lahthanum and yi-
trium that hgve received a'lot
of attenton.

Jniul ticomputiges

-

: trix constuction ok 3t 1

manﬁzq'Mﬂqu{]:ruriﬂﬁgjl i
iz @ e, while the,
qurzﬁ |‘IE§-|TII-|:&FL:1:][2! ﬁiﬁﬂﬁ‘
2.6 Gflops aggre:gatq Each
processorofa Cray YeMP does
these rasks g 300 Mflops,
which translates into 2 2.4-%

ing feiture ofs Ghop aggregate rarey

A complete caloolabon: -
valving almest 4% 107 floac-
ing-point operatons ok 4.5
hours on 3 128-node Inel
- iPSCAE60,.a ‘tomputational
rate of 2.5 Gilops. Because the |
rmachine has a list price of 53
million, this performance
translates into 3 price/perfor-’
" mance of foee than 38 Gilop .
per 1 millicin dolkars. This rate

includes all the start-up dme -

and lead imbalance, -
This samé program was
- ported 1o a neowork of TBM
RE/A000s. A single RE/GI00
Meosdel 3207 with a list price of
38,500 ran.at 167 Milops,

thcugh this |:-1'|4:m"|:u.,r+'4:|r
mance is impressive, it would
have taken about 2 month o
complete ong madel. How-
v ever, four of these-boteodi-of-

1J1.1:'|'nh in about a week at a
price performanice of mwore

dollars,
Beczuse neither c-fmﬁgum
ton could complete the- full
*problem in a reasonable

amount of sme, the teath
|;udn::|mhm_uﬁl:|:1tﬂ.5.l’f{ﬂﬂs

Mgt of the time in l.l'us al

soulyion goes intoconswuet-
ing a 160 x 160, dense, com-

b mmeatrioe (12 peent) and
Smn inverting it (78 percent).

These matrices age con-"

. structed and inverted indepen-
~dently on each node hundreds
oftmes pcrit:T'lil:m.'l'lﬂ:_rna-_

[ S

the-lme machines conld finish

than 1.9 Gflops per milkion -

'i

ilable at Oak- I-hdgt This
Soven Model 5305 and

four Model 3205 ran at 2 sus-

wined rte of 226 Milopsanda
price/performance of more
than 0.7:GHops per million

dollars, Th speedup on this
applicadén is nearipliagng in

. the fumbe® of processors.

Thétglore, if there had been

MU Model 3205 ar Oak Ridge,

thise fgures would have been

#1 ]‘I}ﬁriﬂ:':nrp.e:and:l pricesperfor-
k

mance of abgsdt 1.8 Gilops per
::ﬁl!b-nn dn]b‘s

‘-'.MF':IEEFF.I.MLLHIIATI-DH
WINKER

" As éngineers hate im-
prepved their models, ﬂau}'h*a'.rc
foungl it increasingly nectssany
m work with complicated
eshapes. Those who want oo use
finire-difference or finine-ele-
mient methods maest constrict

grids that march the -:umﬂ!l- -
which corresponds o 2.1% "‘E—m.d_.lmundarlcs asgociate
Glops per million dollars, Al- * wighsrealistic mod -

#mna*f_:,r, tanm':.-l._:,r E-L:I!ILﬁ
grids resule in solubdons with
lois wof error. A grest deal of

effoyt has gone into generatng |

grids that do a good job of fol-
lowing the objeos being mod-
eled and having desirabide nu-
mencal properties. . |

not mivial. Consider the sim:
ple problem of medeling the
flow over a ramp, A grid con-

F

Ceneradng ¥ good gnd is

sisting of uniformly spaced

lifees i the %ermeal snd hon-

zontal directions*is wnlikely 1§
" besasfacorehecause the grid |

intersecions will not neoessar-

ity fall on the ramp, which will |

miake it difficult to handle the
boundary condions. Further-
"more, the endsof the ramp ape

likely wo.be places nedding

TS
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i gmﬂ's onaither sitle

‘_'_ - and the odd shap
i It ﬁﬂhﬂnm@yd@aﬂc the =

s the grid iz re

¢ betiig modeled

hfgl:ﬂr J‘e;ml'l.ll:fmﬂlun l.'h:: res

- Tampy J’Lh:l'l'l:'['.'lﬁ'p]',ﬂﬂd'!

- be o prodiice agrid e is o
ca]]:.r pedpend the T
: face. While you 1 represene

i dt'.thﬂ Lruundary E'E::JJI‘E[G[}" i
!'..:-r ‘way, the grid can beco

 highly nonuniform. THE s

i den x:h:qag'u in’ erid ;mng
of the grid

- numencal acturacy of the par-

; -’;E?'}D;fifﬁ;ru_n;i:]iequaﬁb_n :
i " r' . " £,

e Munserical methods are
- often rated on how quickly thé®

“error in‘the solutdondeoreases
A mood

method with @ good grid will

e recycythee error to onf fodrth.
4 when the, spating i halved.
|- ~But cvelia
| reduge the error only linearly.

l{l:rt;!-.'l method sill

uFthc-

mudﬂmgﬁt'.
it tf:wu are interested in the -
interior. ‘The differential-
equation ; salver is then applied-

‘alize the resuls, lrf].'c:u then
mansform back i the origi- .
mlmﬂrd;nah:i

*=This warping is-= mnrdlv

Ak trapsformation ‘deter-

#mined by solving a system of
pardal differental equakons.
The solition of these equa-
I:Luns'gws the ceordinates of

~the intersections of the mew
grid lines. “There are many
ways o 0 the: trangforma-
ton becdnss | {uﬂpr:mdufu

id, Iike skew and rela"

ve sizeof eighboring gog
cells, wre speciiied so ingxactly.
The vagions grid-gener--

. tion approaches difier primar-
ily i their dhojos of the equa-

ag thespacing it refined if the » dons used to-generate the geiid.

s poar. If ﬂié"gqﬂ i veny.-
ad, the conyergence, can be ”
Sul:ll:l ear L

Whili: i .15. leﬁc'l.lJ: I"-:'.ur ﬁ

-+ persan 1o désiin & good. grid

even for :-x:m-:LhmE 15 ::lmplt
asa ramp, it is virialhy impos-

sible o build 8 good grid for

| | the kinds of surfaces engineers

faretinperasted, i
erha space shutgh or e Roaly
|:I-':|.l:':'1tl'||.".§.u!5 5, 5O s-r.-m}f
uuman"t 10l mn-::ud:d

chings like

o prid-peneration| [:rmgral:ur

..IHud'Lafm:-l [tproduces agid.
‘thar Ecunjprmﬁl:fﬂm ahapc.

recans the |

giod nygmenical fropertes of |

~iithe :nswum A grid: "'dzﬁwwﬂ anly first
has a g that chanfes ~deriva thegew coordi-

#mtluﬂﬂ;r and has-grid. ]In?ﬁtﬂmﬂt‘pﬁmﬁmﬂjpm@_

|:|'|:Lt crss at nn.rﬂﬂ}r right an

The method, vsed n the

Thinking Machines/United

» ~Technologics team's winning
entry starts-wigh an arbitrasy

grid that follpds the boundary,
A system ﬂqp&'s':nn:;-nrdcf.

nonlinear diffebgntial eoua-

difeates of tMgew rrigdas e
tes aif the:"
“old gnduus:d mpute the
ransfornative. re-is ome
“differential equadoh, for cach
ﬁ:ﬁnllnﬂc direction for -

2D irml:-l-:m suh dj,

each- involving all combiga-. -

wons of second’ derivatil
The coefficients of thesecon

al aines, It s chese coaffidens

nrpnmt.d': s

:pm;um:ltluns foor e first

and !A:u:Im.i clerivarives, You
cin solve the resulting sysem” . gram

af pealiner, alpebraic. equa-
dons -.nl.h:t-.u".ptq.- of methods,
mary of which -do Aot
pafallelg well,

The mosde subimifeed ean
on a dit-pyralie] Cannection
M:ldwﬂu. a CM-20. This siss-
gl::-m;-'rnn:tlm. il plg.-—_-:l-.:lu

ceompurer works well an alge- KAP preprocessor- was not
rithris thar § l.ruh': inrs af in- nml!-r,-r] the m:p.;;::.r.:Ja:qr;
# abependent L WERE VEFY 2>
_elemients.,’ [ 2 ple. The riesult-- |
tEam selecte “ ing Fortran-90 |
one such algo- ASE"Q[F[E’E’E @5 Program was

rithen, o relax-
ation methed
using 4 Jacobi-
like iveration, lor
the compura-
tiars. This me-
whod works by
y'lhﬂing':..'w!u-_
ticn, evaluating”
the discrenized
differencial
P eduation w
coinpue the regidual, and =.-|:|:-

ting the new value of each grid *

s corrdinate 1o, the old value
plus the v:r.-rnpun.d residual
miltiplied by o relaxavion pa-

ramgher, The eam wsed & re- 4

lnxation paraiiiter becuge the
approximations. oscillace
around the soludon as the iee-
ton proceeds. - ", "

* While there are methads ©
that converge in fower itéra-
gons, they are more compli-

improved their
rrludets they find it

' 1ra|:rensmghr
 Recessary fo.wdrk
with complicated -
~ Shopes.

I'h: salamnt'i' of these tql.d“"“msm: r_ﬁ,?m:.rnnn.'l_:,' u:.nd Eveny. ©

- tions is e v an fterative”
_ process. Fi » differental
equatonsard discretized using

mﬂm-mmﬁcdr.rnmn Toviswes - standard -central-difference

ol 5¢|’._|'l.|.l:|'l[ﬂl, seabar mqqad!'
£Ts.
i '!'hr trants mgqﬁuﬂ
- generati RFOETAM #TitTen in
‘Fortran-77, contajning no
compiler d:r:cumpm-
Wi passod e
}‘.’..-‘-.I'-I'Ta?‘-' FO0 preprocessor
from Kuck

inal program into Foctran-$0-
array construces. For this pro-

gram, the sophistjeated depen-

:.ismz: :lr'l:ll:.-‘:l.lj dope by the,

l:u.r!'n]:li.lc-ef'wil:h'

which :||:||||.En::.
conventional
T‘i:ctl::r_l:.r:.]til:m.
, TP zations
VLo parallelize
the eode. The
wWo-stage dp-
proach, avoided
the difficult
uesnon -::F whether the Ter
or the m:nplltr has deter-

ﬂ&ﬁ

I'I‘Eil'l-c{ld'ﬁ: parallelium of 1 pro-
gram wrtten with;Fortran-0
ATTEY ¢ 13 ¥

One difficulty the judges
had with rJ:"us entry was deter-

mining the meaning of,

speedupon a SIMD mathin
- Shenild we counr each of
613,336 eme-bit processors asa
separate machine or dhly the
, 2,048 floating-poifit chips?

_-"l.sum‘_r.unr- The' |
preprocessiitl converted many £
. of the nesied loops in the onig- |

,the CAM For-

tran corgpiler,”

. T ST T S S

A et
-

tfes. The result is & rid that” * thacmake the problém noalin- © et less parallel, or invobve
e:unfurms o the shape btmg ear, - “mlore floating-poing opera-
sm:h:ﬂ ] "l-'-,‘}'t}'l i pmnts : o : e Hons per iveraton. By o 1;h|: o+ :
i}mgpnﬂnmﬂﬂmmﬂ. 4 ; i s |udgl::'s accepting this enery is” -, 1
Fonceprually; the grig- P umjmh. fike iterac _ * STE
!'11' Eﬁ:ncm_tmn algdirithin ngﬁ-r & £t T ; F i
the surface inte'the dniz cube ; iy
and |_.'|l:l|i“3 i lIJEIﬁEI'I:I'I gr.ﬂ_ e 3 I R E = By
';:_ﬂ;cra'u'ﬂipnd_|_J.1i'.-q.-u1:-e.-:if}rmi|1n,- L ' O > . b
; i S : . - S = . L
.I.' =] H w .t ; II . ¥ I
R o i R—
i. -.‘ ¥ " o s R a5
P ’ o ] ot By,



S i T . -
uln }r-:ru m:ik:fﬂ I:urt ﬂﬂ-« ﬂme -u:num-wed. uI' _|-'|.I5'L -:m-:
_ TFES,H!.iDm—x e anﬂﬁu!gle A

hit ﬂus.rmg-

il = poinc unit and

¥ - for memshytes

: 1 il of memory.

IFi 2| {They were sar-

cehe L prised when this

e ar 'J:.pprn::h

“th | worked - becanse

1 }.ﬁw the compiles-

: Thé‘q}'ng-nmt' Spatory, Ken M resting strategy

bmmissién Besod | sesi@membertar e | had not cosered

15 Specd-up mea- ’m" ey this serial con-

i 'L_:;i:':'n':l':gir on. the [ et figuration of the

R if the orgi- [  Shiso CML) Then they

1 F Tortran-7 7 : | ran the largest

: "R'ﬁ i ",.uﬂgmgamnmum.f__:.: problem Tﬁﬁl

T e s (e

“fronit-¢nd; ma thei IBM Palo Alto: ' -

E 4 'l'fﬁhf} $ue::m‘!l.'gr:-ﬁ?an- i

| chine,a Suly- 4 'i Hprsbﬁ nected o this
i A _u.rlth 4 Weirele [FTEF : node.

e flodting-point s'ﬁﬂﬁmmtu:rgf%{mu The funda-

i R “Althangh’] _ﬁnmﬂmmmief_mp mental unic of

| 4ith 115 ﬂ-:ml:mgﬁﬂ W'-'""-""E '-‘""'iﬁ"':"'“'-ﬁ"ﬂ COmpuration

i mtn:iupas = 'aﬁ_ﬂwmmﬁ R"" was the number

4 '-':'ml‘ st t!’tE one Eﬁ? HECenter. . of grid poincs

usedd on e Lol “‘R;Itd?ﬂtfhiéﬂhf prc-:-:sscd per

e - gstmnt:d il saennil. Becanse

'-"‘rﬂ'bi!-'l.':‘.]llfl!l afthe -
i F p&'m&spﬂcdupc-f**r 900, es-

.:_f petally because the version of
- the 20 Fortran compiler used

|\ meared the machine as 2,048
- mexbesiand not 85,536 proces-

sora dlearly, the floating-
;potng: performance of the .
“Wiedtele chip on the Sun is not *

imply related 'ecr that on the
":M -2,

- Thesjudges asked. the en-
-.'Lr:.q&ufdm:, eenildirun the job,
~on anéofthe nodes: They did

. d-u_-z b d'nngmg e enyiran-
' mentvanabledto fool die sps-

: 'L-:m ine d:mlmlg tat du': na-

“this guantity- is-

relatively insensitve to the
problem siee, we feltit was rea-
sonable o compare the 128 »
128 grid on one foating-point
unit 10 the 8,192 x 4096 grid

= compoted ot ek i

This method resulted in a
speedup of 1,900, Equally im-
pressive was the 2.3-Gilop
COTIAEALLT Fe,

HONORABLE MENTIONS
The first of e Bomorable

mentons went to the team

from Thinking Machings and

Mol Bessarch thas won the

© performance prize foeg 1989,
- The team members improved

the performance of the appli-

- caton they submitted last year
by a facter of 2, Stﬁ'&uxmm ;

away lase 'l,.r::urs low- lr:'.rr:l

e - L i

3 l'mnd-gmmttd code ann:l ap-

plying improved compiler

different ones, The four-fobd
cimetease in the memory be-

technology to the nhgm:i u’iwaen the CM-2 used last el

- Tortran-%) sotres eode. Many

'.EFJ' these. compiler improve-
frieits were produced by the -

and the CAM-2G used this year
let the i:l_'n:ranls mun a larger
g :

same Thinking Machines— -ﬂm}pm?ﬁﬁhtﬂadngﬂallﬂﬂ&

compiler team that won- this
year's prize for compilgr
parallelization!

The 14 Gfldaps they re-
parted is suly remarkable, asis
their price/performance of
about L4 Glops per mallion
tollars, The CM-207 s the
most expensive machine to
achieve more than | Gllop per
million doflars on a real prob-
lem, Because the problem sub-
mitted is identical 1o the one
that won last vears perfor-
mance. prize, the desmipton
that-follows concentrates an
the changes made vo the soft-
wart.

Thie CM=207 15 a dam-pzir-
allel, SIMD ~compucer con-
mining 63,536 one-bit prooss-
gors, eight gigabyies of
memaory, and, optionally,
2,48 64=bit fAoating-point
processors. Dan parallelism i
used to program dhe CM-2,
Bagically, the programmer acts
a3 if cach dam element, say 2

~ i pointin 1 Arite-differcnoe

solution, 15 processed by a sep-
arate processor having its own
are 2
One hardware change is
imporcant: the increased
ey, In general, the lacger
the problem, the higher the
performance. The main rea-
son for this behavior 15 that
communieation berween
poants assigned tooa sngle
floating-point unit is faseer

_than berween those assigned

in the software s the
compiler's view of the mrget
llmhmu_Fﬁ{:itfﬂ—hliﬂmuﬂg

point unic and is associated

four megabytes of memory is

called 2 node and =ces much
like &' wector processor. The
CM is viewed as having 2,048
dd-bit vector-processof nodes
instead of a collection of
63,536 one-hit processors.
Loop spreading and srip min-
ing are used o map problems

that have more points than |

2HE dmes the vector length
{currently four) onto the ma-
chine.

This change is reflected in_
how CM Fortran stores float-
ing-point numbers. The pre-

" tious release of the compiler

stored all 32 bits of each float-
ing-poinenumber on a single,

big=serial processor. Unforts-

‘mately, this approach does not
mesh well with the Wik

Aoating-point chips.

Chn o given machine q.-'ch;
Sl M Friodessor cin acoes
ane bit from it local memory.
Thus, it mkes 32 memory g
cles o acoess o Aoating-point
number, But the floating-
N WAL eXpects w get a 32-
bit number on every ole,
Thnking Machine engineers
handled: this problemm by -
serting a hardware wransposer

berween the CM-processors i

and the floadng-point unic.
Orver a period of 32 cycles, the
transposer-tkes in 32 Doaving-
point numbers, one from cach

of the 32 eme-bat processors, It

then feeds these numbers, one.

per cvele, into-the ﬂuatmg—
point unit, The process 1s re-

r

]

souhy
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' cessor would passa single -

_;":I{:eg Jea the We irek” “chip's

.._|'|'I|iI:||:|“_

- the daga glicewis; Tn this stor-
age ehene, sach birofa fat-

 injg-point npmhtns stored oft

a different one-bit proccssorn

* Naw, ol ohe eyele, 32 bits of

thie mu:nhn:r' can be sent di-

- rectlipith’ the Aoating-point

ity bypassing the ransposer

N array:{Two cycles are psed for

64-bit numbess.) Slicewise
© adara storage dlso changes the
programmer’s view because a

pruhh:l:l:l with as fewe as 2 HE

grid ‘points will use all 2,048

I g abit. processors, replacing
| the view where 63,536 points
% '.'."E-.n:_r.-ncd::d o e the whols

X ~‘machine. |

o g This new view of the hard-
ware was extiended w the com-

f"" RGNS, Theolder library -

“Emrupiumhune-hl.]:m-

- piece of data to a specfic

2 neighbor. Because all the data

- menvedd fin the same directon
an each step, ivwould mbe four

\,rem:d".ll-'l'[-:n I:l'Lg:_uutpubJsth it
‘stored. While: this approach

o duunglx:m.w,_d it |m]:.nﬂ|:,5~"
' t]nE :'r'l.u:hlm:%mmi] p-ErfI:!-l‘-

“The niswest r«&l&.‘lﬁe of ﬂm'
i I,'_,.‘i‘] Fortran compiler stores
__ch;nm introduced a stenl -
hearyt that used highly wned

A
T

el T v rJum:lEl-mS. the -

diseretization” that combings
each- point with n;s north,
srth, mq:,andwrstnb.ghhﬂrs

gz called the five-point steneil.

Ozher, more. complicated
stentilé are dlso vsid.

Last year, Thinking Ma-

micrecods to impedve the per-
formarice af the. ::cmmm‘ut:lu

data between the floating-
point unit and the node’s

METNOTY.

The acher homvarable men-
ton is the firse cash award
made for work done in Pascal,
The compiler this team from
Tl Awviv Univisrsity wrote isre-
markable in several respects.
The same compiler can be
used for both shared-memony
and distribured-memosny ma-

- due: E'.n-l.'b-l:l. para].ln:,l code for any

machine that can mn the vir-
tual-machine software. The
data partitioning and code
generation are optimized for
the rarget machine by consult- |
ing a mble of paramerers that |
specifies the relative cost of |
cermain operstions, like float-
inp-point arithmetic and com-
LT,

The compilér produces a

cions of some

cotpmonly sed

stencil calenlz-.

tions. This year,
2 compiler-was
written thar
auromatically
[CCOEMITES

any kind of

cetencil, even
-an irregulae

one. Basically,
any GM Tor-
tram statement
of the form

=0y ME(X)
can be comipiled

as a stencil, as

lomg a5 A and X

Cy"S{¥}+ ...

FIFTH AHHUAL BELL PRIZE

The deadline for the AR
annual-Gordon: Bell Prize is
May 31, 1992, The deadline
has bieen pushed back five
months, by sccommodite
| newschedule: The prize win-

-at the Supercomputing eon-
Fereice held cach vear in -
vember instesd of at the
Compeon conference ]:_n:l-:l.
.gach Febroary. The an-
nouncement lncatidn was
dung::d w redect the closer
tie- mufl:hl:ﬁu]mmqwung
technical fooos to that of the
Bell Prive. F-I]'BJLIEE. will alsa

| meers will nos e announced -

be agked to present their re-
sults ard special sesson ot the
comferenoe,

The rules for the prme .

will abo change o add 3 e |
' category 1o cover novel ad- |

“vances in computaticn in an
amempe o rewant alporith-

mic improvements applied to

‘parallel processors. The
oither thres categores will re-
main the same. The judges
will i rwo pefes from

the four categuries plus any |
honorable mentians merited, |

_ Complete rules will be *
avaibable bater this year. . -

parallel pro-
ram that nins
in single-pro-
gram, muldple-
darz mode, This
mesns that each |
parallel process ||
exccutes the |
same lines of |
code on differ-
ene parts of the
data. Some
prarts of the pro-
Fram are exe-
cuted by a sub-
ser of the pro-
cessors by using
the rzsk 1D to
control state-
TNk Exerilion.

are arrays and 5 §

For example, -

is any of the =
mnr:'unm nhar 5h1|"t data in the

- Communicitdons steps to dis-
“rribute dats in g 2D grid, The
newly microcoded eommigi-
eations primigves let nodes, ag

. A c.:-ppnﬂd 1o PrOCEssOrs, Com-

.....

Fmnicare on the-21 gnd

i E'hm'carcmuughwm.s From

i 'e.ammdu.mlc:ﬂmmpmdata
S all four directions in one
nnunummﬁnugq.a:]t

o "'m-:;.l:h::r |rnE:-:|_'|:'|n.'|!|m‘.'nL ta)
the aanpiler is how ar handles
- Fundamental grid “operations.

= The finite-difference dis=

il oyl

“The stencl .::-umpi!n:r 185
several special coding micks m
improve performance, For ex-
arnple, at the sware of the com-
pumeion, all the data needed by
the node will be dopied invo
the node’s local memory. Fur-
thermeore, you can bse oprimi-
2atons wo better use dhe flcat-

ing-point chip’s registers and

. pipelines. Thinking Machines

has made substanda) effort oo
munimize the movement of

Furthertoore, no di-
3 “mﬁg;

are ngeded o helpthe

* compiler disrribute the i@

AIMGNE PIOOCES0TS,

The input language, TALU-
Fascal, includes only 2 few,
minor extensions o Pascal,
The Portable Parallelizing
Pascal Compiler conssts of a

frome end thae wbes  sequen--

tial, TAU-Pascal program and
produces. an explicidy parallel
 eode for the Virnesl Ma-
chine for Multprocessors soft-

ware, which implements a set”

progmarm indtial-
izapon and termination are
handied by sinple processor.
The wmak 102 s also used mosplic
wp work onan amyanmngd‘m '
ProcessOrs,

The compiler doss not
pse-the most '\.||'|:||.'|.|~\.1.|.|:al.|:d
dependence analysis tw deter-

Cimtrraned on paige 102

T 1= 447y
- .. AL
iy bt :-. ) L ol

e g e T

cretization. of a partial differ- . of parallel-processing func- -
cenial &qu*a'hun irvelvis seve, - tons for ativerse set of ma- -
- egal grid poinms. The pargeular chines. The compiler will pro-
1 choice of grid points Hfor g 5 i i
o gmrenrdigtratization is called a - i
i <
A : -:_” i |
rEEE E-DFT‘."{ﬁ.FIE """ : 5 e 8 87




‘matket. Uncerainty has faeled ‘2. sure of
- rénimes h].r-sufnmc professionials looking
_ Em- h::l.'tt:r p-:uslumﬁ. better pav, and moare

i Th:: average software mh soekir I3 riow

was & bottoming our in ‘peospeet quality
abeut two and 3 half years ago, There was a
dearth of good people to-hire. Maow [ can’t
believe the quality of the people whio ase
beikiing oo chanpe jobs.” On te parts of the
sty affered, he said, "1 ind more dili-
*ingof peogle in developnens emironments
for husiness use. They're affected more. by
hisiness shifis. There seerms m be more sa-
bilicy i the P and Thnax worlds™
For fuany software professionals, the

- pemsons sty put, Ie's better to keep what

5 :_"F&funl}' o have than to"put it at risk. The

; Im]tqwnrsmhcm&hﬁcwablc if oL msed-
surable; incredse in employee productivity,
P-:.'c-pi-: who  Esou -I!I.IL'I.' afg stving put do
mare to ke it work better. They're willing
1o put ugy with.nore Aak and are willing o
enctend themselves to find a berter way.

“OPPORTUMIMIES. Forvanately, this dark
ol definiely has sileer linings. The roos-
sor pirtvides many opportanities for softoare
firths willing an<l able to capitalize on them.

. e comiparty president pointed out thar
*topics like reverse engineering are wking on
T mameniun. Compinies are Sunking

3 |css abaucnew development and rore abaat
' “rensing whar they've imvested in befre: It'sn
- wanderful tme to be inthar nsiness."

He cived some other appormanites: "Th::
recedion has definitely sffected mavel. Com-

g brack This means thatifyou sill send our
yaur -hli-.penplg, yorl can fave présence on
. site when. your competioors don'n- That's a
“way o show ?ﬂ-'iﬂ.l‘l‘.‘ -lbﬂubrl'lﬂ thummﬂrmd
g’:-'t thesale;
s also-an n::-:-:d]tn: time to E'ru-u- I've

'&ur:l:rr:s_r__l:lm% m_"!:m_fld_:hy.ﬁng&m e said. -

e -‘b-ﬂft'.'r'.ltt Il'ﬂl‘]l.ih‘u‘llq’.'i are -rl:"ll' hlnng’ i bﬂr, I
-.Jllm far thiir dliesies? pardinsing,; the ded- |
] su:-r.u nﬂmmmmlmwdmb&ﬁm

| The software job market is tich tivoré |
| competinve: ".-".-:Uu]:tr:::elﬂ.:unufﬁmcr]ul:ﬁ_
] 23 :u-.n]al.'ule, hiring compariies face a biuyers

" recesion and the GTmipetitie fob market are |

panies and ather saftware vendors are hold-"

:ltutur""ier.r: mare qualified people with
“pdsunés out, TEyon have the cash flow, nioivis

1990 -

WINNERS

 Comttmmed .
pageldt. .,

HEli.

PRIZE]

~mine if 4 loop can be parallelized safely. A

* loop will be parallelied anly if sach iteration
modifies 3 different arriy element ar if the °
o containg certain simple gtid operations. |

| qu-:ir:_in:-m. i

The loop nay ako be parallelized if it con-
ting certain reducion-operadons, like inner

| product, or specific access patterns oa eal-

w.-mpl_.l:lng apainsta higher caliber efréanmmié. |
An East Coast executive observed that "there |

| machine with 26 prooces-

“tal shared-memany system

wnins of mamices. The correne version will
not paralledize a loop nested in 2 pr-:'m':-mm]l.-
ja:r:ﬂr]m:dr-:_h:lp g

The compiler supports anly a lirmited set

-of data partitionings: replicaton {each pro-

o pets o cnplets, resd-only copy), epli-
cation for data reduction (cerain associive
and camamutative operations are allowed on
the ‘copies), row dismibmnion (sach process

gt a contguous block of roas), overlappad |

row. dismibuton fech proces et antig-

 Instirute of Seandards and Technalogy dem-

uous block of mows with some duplicadon |

bBetween the processes owning neighbaring
blocks), interlspved row diswibutdon (the
rows are dealt our s in &' card game), and
intergaved column dismhadon, As limined
a5 these patteris dre, they are soffident w
pamilelize 3 wide variety of programs.

The ream submiteed 14
programs, each run on
ture very different parallel
systems: A Sequent Sym-
metry shared-memaory

sors MOE, an experimen-

with eight NS32§32 pro-
orssors; and a netwark of
eighr ‘T80 TrAnSPuLers.
The application =er is
divesse, including -:-:nmpul;nunzl kernels,
filee []'I.{' solution of dense systems of lnesr
equatons by conjugare gradients and matrix
muhiplication, tosuch applicadons as 4 pard-

“cle in cell sitpulstion of electron beams and

the smulation of 150 bodics ampacted by
gravitatonal forces, The judges. worried
about how realistic these programs were, bat
v were corvinced whien the team wsed the
compiler o parallelze the Wavé program
tharwon the first year's Bell Prize. In all cazes,
the. compiler generated code-that ran ar

 between-60-percent and ¥ Spercint offi-

clency e all three parallel systerns.
" The judges ran into & unique problem

* The Bell Prize is
afiracting enfries in
many areas, several of
which we did not
nnﬁcip::ire.

i publicized factodization of the ninch Fermat

Cmian,of the TS Adr Fopee, Brian Dodd of

Cardo eompurstions.of lartics quantim chro-

with this entry. As typically happens, we
needed some quastions ansvered before we |
felt comfortable 1w:|.r\-:|i.1'LgI: prize. Unfortu-

nately, just at the tme we needed a quick
respoms o meet our desdline, Tl Awiv was
underamack from [raqi missiles! Fortuanely,
sameone from the Tl Aviv temam managed o
et out long enougl 1o answer gur e-mail

OTHER ENTRIES, The FHell Prize isama\éﬁng
entries in many aress, several of which we did
ot anticpate. An entry rom Eabel Beichel

and Franeis Sullivan of the US MNadonal .

angrated the Bre robuse and efficent code
for 3DV wmanpgulaton, an importans part of
some molecular-dyfamics simuladons,
Arjer- K. Lensrs of Belleore, Hendrik W
Lensra of the University of Californda at
Berkeley, Mark 5. "Manasee of the Digital
Equipment Corp, ':-m-.r:m]h:-un.h Center, L
ared John M. Pallard subnitted thelr widely

rumber, an imntejes with 155 digics.
The remuining entries were more along |
thee lines we were expecting, Laurence Feld- |

Cray Emmh. and MNazareno L. Rapagnani
ofthe LJ_ll.'l‘.'"ﬂl::.r1:lF-‘l.n..-:-::c|'1
submited] o aleulston of
the incompressible flow
around an F- 16 aireraft Hy-
ing ar Mach 13 that mok
oitly 30 seconds to com-
plece. Perer Highnam,
Andy  Pierprzak,
Indranil Chakravarty of
Schlumberger and Bill
Meoorhead, Charlie Liu,

- Bionelo Ew-d: and [havid

RHI.'(' of ]-t'IIJ'I}.II:IE Machines did i seismic-

migration problem ona CM-Z, 'Ir"rthmm )

Liu, Pierro Rossi, and Mark Bromley of -

Thinking Machines and Anthony 1. Ken-

nedy, Robert Edwards, and Daan Sandee of

Florida St University used'a quantam-

chromodymamics program nanning on 4

CM-2.to amack one of the “grind challenge™

problems of computatonal sdericet Mone

mcaaa

and -

modynamics with dynimical Wilsen fermi-
ons. Phitip Emeagwali, one of bt year'swins
ners, subsiitted his version of die Madanal
Corp.-for Aufespheric’ Rescarch shalbow-

nmmud-:trumung—cm CM-2. *
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