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Abstract - In this note we compare a numbper of different computer systems
for solving dense systeins of linear equations using the LINPACK software in
a Fortran environment. There are about 50 computers compared, ranging
from a Cray X-MP to the 68000 based systems such as the Apollo and SUN
Workstations.

The timing information presented here should in no way be used te judge
the overall performiance of a computer system. The results reflect only one
problem area: solving dense systems of equations using the LINPACK [1] pro-
grams in a Fortran environment.

The LINPACK programs can be characterized as having a high percentage of
floating point arithmetic operations. The routines involved in this liming study,
SGEFA and SGESL, use algorithms which are column oriented. By column oren-
tation we mean the programs usually references array elemanta sequentially
down a column, not across a row. Column orientation is important in increasing
eﬂ’iﬂiency in a F‘f)rtran envxronment because of the way in Wthh array> are

set of \ubDI‘O"l"a"’la ca lleu the BVAV‘ Linear eb"a \"bnzc;m-
These routines are called by ths LINPACK ro receat
caleulation. The BLAS reference one-dlm 1sion  arrays, ra
dimensional arrays.

Note that these numbers are for a problem of order 100. The execution
speeds on some machines, particularly the vector computers, maj not have
reached their asymptotic rates or the algorithms used may nect fully utilize the
features of certain machines. {See the amv@nd;x for a specific compwas n of
large scientific computers in Fortran which better reflects their performan e.)

The table was compiled over a period of time. Subsequent software and
hardware changes to a computer system may affect the timing te some extent.
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Solving a Syslern of Lincar Hqualions

with LINPATI{® in Full Precision ®

Compuler Compiler® Ratio® VFLOPS® Time Unitf
secs  psecs
Cray X-MP CFT {Coded BLAS) .38 33 021 0.531
CDC Cyber 205 TN {Coded BLAS) 4B 25 027 0.07¢
Cray X-MP CFT 57 21 032 0.083
Cray-1S CFT {Coded BLAS) .88 i8 .038 0.11
Cray-15 CFT 1 12 .056 G..8
CDC Cyber 205 FTN 1.5 B.4 .c82 024
CDC 7800 FTN {Coded BLAS) 2.6 4.8 .148 0.3
Amdahl 5880 H enhan opt=3 H3FPF 3.1 3.9 .178 0.51
Amdahl 588C VS cpt=3 HSI'PF 3.2 3.8 .181 0.53
CDC 7800 FIN 3.8 3.3 210 0.61
FPS-164 D,opt=3 (Coded BLAS) 4.7 2.6 284 C.77
IBM 370,195 H enhanced opt=3 4.9 2.5 275 C.80
IBM 3081 K H enhanced opt=3 5.7 R.1 321 0.94
IBM 3081 K VS opt=3 6.2 2.0 346 1.01
CDC 7600 Local 8.4 2.0 .359 1.05
IBM 3033 H enhanced opt=3 7.0 1.8 .390 1.14
IBM 3033 VS opt=3 7.1 1.7 .398 1.15
Amdahl 470 V/8 H enhanced opt=3 7.7 1.8 429 1.25
Amdahl 470V/8 VS cpt=3 8.2 1.5 .458 1.33
CDC Cyber 175 F'TN 4.8 opt=2 B.7 1.4 489 1.42
CDC Cyber 175 FTN ext 4.8 opt=1 9.0 1.4 .508 1.47
FPS-164 D,opt=3" 9.8 1.3 .529 1.54
CDC 7600 CHAT, No opt 9.9 1.2 .554 1.61
1IBM 3707168 H Ext Fast Mult 10 1.2 579 1.69
Amdahl 470V /8 Hopt=2 11 1.1 .631 1.84
IBM 370/ 1865 H Ext Fast Mult 1 7 .BS0 2.59
ELXSI EMBOS, F77 {Coded BLAS) 22 .58 1.23 3.57
CDC 8600 FTN 4.6 opt=2 26 48 1.44 £.19
ELXSI EMBOS, F77 28 43 1.80 4.88
UNIVAC 1100/81 ASCII opt=2ZEO 32 .38 1.80 5.24
CDC 6800 RUN 34 3 1.63 322
IBM 370/158 Hopt=3 53 23 2.89 .71
1BV 370158 VS opt=3 56 22 3.15 217
Itel AS/5 mod 3 H 63 .19 3.54 0.3
IBM 4341 MGi0 V3 opt=3 63 19 3.70 0.8
VAX 11/780 FPA VS {Coded BLAS) 78 18 25 124
VAX 11/750 FPA VS (Coded BLAS) 88 14 24,92 123
VAX 11/780 VS 93 13 5.48 8.0
Ridge 32 Fort 77 100 A2 5.61 '3.3
CDC 6500 "UN 102 12 5.69 (8.8
Denelcor HEP fe? 1867 21 5.93 17
VAX 11/780 FPA UNIX x{77 107 A 5.98 1T
VAX 117750 FPA VI3 119 .10 5.63 9.4
Prime 850 Primes 130 095 7.23 201
UNIVAC 1100/82  A3CIl opt=7ZEO 132 093 7.58 2°5
VAX 11/750 VS 218 057 2.1 5.3
HP 9000 Fortran 1.7 285 043 16.0 £3.8
VAX 117730 FPA VVS {Coded BLAS) 286 043 18.0 45.8

23



VAX 11/725 I'PA
Apollo

1IBA 4331

VAX 11/730 FPA
VAX 1177725 FPA
1BV PC/8087
Apollo

Masscomp MC500
SUN

Commenis:

VVS {Coded BLAS)
4.7 PEB (Coded BLAS)

Hopt=3

VV'S {Coded BLAS)
VMS (Coded BLAS)
VS opt=3

t.1 PEB

UNIX, {77

UNIX, {77

323
328
3.8
348
391
559

26861

2661

The Cray X-MP timings reflect only one processor.
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The Denelcor HEP run was on a one PEM machine with no paraliel consiruc-

tions. An order of magnitude speedup may be achieved by usi

features.
Solving a System of Linear Equations
with LINPACK ¢ in Half Precision ?
Computer Compiler® Ratio? MFLOPS® Time Unit’
secs  (secs
Amdahl 5860 H enhan opt=3 HSFPF 2.2 5.5 125 0.36
Amdaht 5880 VS opt=3 HSFPF 2.4 5.1 135 0.39
Amdahl 470 V/8B H enhanced opt=3 4.4 2.8 .248 0.71
Amdahi 470 V/8 VS opt=3 4.5 R.7 .254 0.74
IBM 3081 K H enhanced opt=3 5.1 2.4 .2B3 .82
IBM 3081 K VS opt=3 5.6 2.2 311 g
1BM 3033 VS Fortran 6.3 1.9 353 1.03
ELXS1 EMBOS, F77 (Coded BLAS) 17 71 987 2.B2
ELXS1 EMBOS, F77 23 .51 1.35 3.92
UNIVAC 1100/81 ASCH opt=ZEO 24 52 1.32 3.85
VAX 11/780 FPA VMS (Coded BLAS) 37 .33 2.03 8.07
Ridge 32 Fort 77 (Coded BLAS) 39 314 219 8.38
IBM 370/158 H opt=3 42 .29 2.35 8.23
DEC KL-20 F20 48 27 2.59 723
IBM 370/158 VS opt=3 48 .28 2.80 7.58
UNIVAC 1100/62 ASCII opt=ZEOQO 49 .25 2.77 8.09
VAX 11/750 FPA VMS (Coded BLAS) 56 22 3..4 9..8
IBM 4341 MG10 VS opt=3 of .22 3.:8 9.25
VAX 11/780 FPA VMS 59 21 3.28 357
VAX 11,780 FPA UNIX xf77 1 20 3.41 .23
Honeywell 6080 Y 62 .20 3.46 0.1
Ridge 32 Fort 77 62 .20 3.48 101
VAX 11/780 VMS T4 17 4.13 2.0
VAX 11 /750 FPA VNS 86 14 4.80 140
Prime 850 Primos 97 .13 5.41 5.3
HP 2000 Fortran 1.7 125 .098 7.00 20.4
VAX 11/750 VNS 137 089 7.9 22.4
IBM 4331 H opt=3 140 .088 7.84 228
Apolio 4.1 PEB (Coded BLAS) 177 0869 9.92 23.9
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VAX 11/730 FPA  VAS {(Coded BIAS) 205 0860 115 524
VAX 11/725 FPA  VAS {Coded BLAS) 205 .080 115 5334
Burroughs 6700  H 234 .052 131 382
VAX 11/730 FPA  VAS 259 047 145 422
VAX 11/725 FPA  V¥S 259 047 145 222
IBM PC/8087 VS opt=3 303 040 17.0 295
DEC KA-10 F40 305 010 i7.1 <9.8
Apollo 4.1 PEB 334 .037 187 545
IBM PC/8087 Microsoft 3.1 1071 011 60.0 175
Masscomp MC500  UNIX, {77 1245 ,0099 9.7  203.
SUN UNIX, 77 1295 .0095 725 211,
IBM PC Microsoft 3.1 21875 00058 1225. 3568.

8 LINPACK routines SGEFA and SGESL were used for single precision and
routines DGEFA and DGESL were used for double precision. These routines per-
form standard LU decomposition with partial pivoting and backsubstitution.

b pull Precision implies the use of (approximately) 64 bit arithmetic, e.g.
CDC single precision or IBM double precision. Half Precision implies the use of
(approximately) 32 bit arithmetic, e.g. IBM single precision.

¢ Compiler refers to the compiler used and (Coded BLAS) refers to the use of
assembly language coding of the BLAS.

d patio is the number of times faster or slower a particular machine
configuration is when compared to the Cray-1S using a Fortran coding for the
BLAS.

¢ MFLOPS is a rate of execution, the number of million floating point opera-
tions completed per second. For solving a systems of equations there are
2/3n% + 2n? operations performed (we count both additions and muitiplica-
tions).

I Unit is the time in microseconds required to execute the statement
¥ =y + t*%;. This involves one floating point multiplication, ong fcatin int
addition, and a few one-dimensional indexing operations and sterzge
The actual statement occurs in SAXPY, which is calied roughiy n 3
SGEFA and n times by SGEéSL with vectors of varying lengths. The stalement is

executed approximately %——-4- n? times. Thus for n. = 100,

3
Unit = 1o°nme‘/(l%°—+ 1007).

Anyoneﬁ interested in adding to or updating this table is encouraged to contact
the author. Please send suggestions and interesting resuits to:

Jack J. Dongarra _
Mathematics and Computer Science Division
Argonne National Laboratory

Argonne, Illinois 60439

Telephone: 312-972-7248

ARPAnet: DONGARRAG@ANL-V.CS
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APPENDIX

Performance of Large Scientific Computers

in a Fortran Environment

The LINPACK routines used to generate the timings in the previcus table do
not reflect the true performance of "advanced scientific computers”. A different
implementation of the solution of linear equations, presented in a report by
Dongarra and FEisenstat [3], better describes the performance on such
machines. That algorithm is based on matrix-vector operations rather than just
vector operations. This produces a program that has a high level of modularity
or larger granularity, having the potential for better performance across a wide
range of machines, especially on high perfecrmance computers. As before, a For-
tran program was run and the time to complete the solution of equations for a
malrix of order 300 is reported.

Note that these numbers are for a problem of order 300 and all runs are for
full precision.

The table was compiled over a period of time. Subsequent software and
hardware changes to a computer system may affect the timing to some extent.

Solving a System of Linear Equations
Using the Vector Unrolling Technique

Computer Compiler® MFLOPS® Time Unit®
secs  usecs
Cray X-MP*  CFT (Coded ISAMAX) 240 0768 .0083
Cray X-MP*  CFT 161 113 012
Cray X-MP'  CFT {Coded ISAVAX) 134 138 015
Cray X-VP' CFT 108 172 019
Cray 1-M CFT (Coded ISAMAX) 83 215 024
Cray 1-S CFT {Coded ISAVAX) 76 .238 .026
Cray 1-M CFT 69 28 029
Cray 1-3 CFT 66 .R73 .030
IBM 870/195 VS opt=2 4.4 4.1 455
FPS 164 D.opt=3 (Coded ISAMAX) 4.1 4.4 488
FPS 164 D,opt=3 4.0 4.5 .500
IBM 3033 VS opt=2 2.5 7.1 .B00
Comments:
¥ The Cray X-VP timings reflect the use of two processor in seiving the prob-
lem.

Y The Cray X-MP timings reflect only one processor.
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The major difference between the Cray 1-3 and Cray 1-S is in the memory
speed, the Cray -V has slower memory. The timings show the Cray -3 lo be
faster than the Cray 1-S. After much discussion and examination of U
erated assembly language code it was determined that, in fact, the Cray I-M
was faster for this prozram. The code generated by the compiler causes the
Cray 1-S to miss a chain-slot. Cn the Cray i-M, because of siower memory,
the chain-slot is not missed, thus the [aster execution lime.

e Compiler refers to the compiler used and (Coded ISAMAX) refers to the use
of assemnbly language coding of the BLA ISAMAX.

b HFLOPS is a rate of execution, the number of million floating point opera-
tions completed per second. For solving a systems cf equations there are
2/ 3n3 + 2n? operations performed (we count both

¢ I/nit is the time in microseconds required to execulte the statement
% = vy; + t*;. This involves one floating point multiplication, one floating point
addition, and a few one-dimensional indexing operations and storage references.
additions and multiplications).
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