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Hybrid 

More active transistors, higher frequency 

Multi-Core 

More active transistors, higher frequency 

Single Thread 

More active transistors, higher frequency 

Special Purpose 

More active transistors,higher frequency 

2005 2015(?) 2025(??) 2035(???) 
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Heterogeneity 
Spreading tasks within a multiprocessor 

Hope to divide tasks according to characteristics 

Dynamic branch prediction valuable vs. static + conditional move 

Caches effective vs. memory latency tolerance 

Tight data dependancies vs. control flow/address stream is data 

independent 

Design processors differently for Efficiency 

Accelerators 

Control plane: 

– High voltage, small register file, short pipeline, low frequency 

with dynamic branch prediction and large caches 

Data plane: 

– Low voltage, large register file, long pipeline, high frequency 

with memory latency tolerance 
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Potential Benefits of Heterogeneity 
More efficient use of memory bandwidth 

More performance per area 
More performance per watt 

Fewer modules, boards, racks, etc. 

Larger portion of interconnect on chip 
More computation per soft-fail / check point 
Probably a big part of how to achieve exa-scale 

Lots of accelerators 
Graphics, Floating Point, Integer, O/S, Cryptography, Compression, 
Network, XML 

Level of programmability varies as does data access model 

But … idle accelerators are not efficient 

Programmer effort can limit utilization of accelerators 

Limits specialization of accelerators 

Limits investment in accelerators 
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Requirements for Heterogeneous Compilation 
(What I have learned from the OpenMP compiler) 

Want to support standard languages: C, C++, Fortran, OpenMP, 
OpenCL 

Don’t want separate sources for the accelerators 

Really don’t want separate #includes 

Assume different Architecture / Micro-architecture benefits from or 
requires different binaries 

Optimize for different instruction scheduling, execution latencies, 
memory system parameters 

Special instructions & operations 

Want a tool chain to be mostly transparent 
Need to honor programmer directives 

– Parallel Tasks/Data fetch 

Runtime & task-queue may become part of ABI 

Ok to sacrifice portability for better results in high value/benefit codes 
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Fat Binaries 

Architecture Requirements: 

Code needs to migrate from any of the processor types to any other 

processor type 

Compile everything for all cores 

Analyze compiler output for core type assignment metrics 

– Accelerator compiler could fail 

– have source level pragmas 

Might have different sources for different processor types 

Fat binaries can run anything anywhere 

At least via RPC/migration 

Cost metrics for execution migration 

Load balancing & task queue architecture 
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Heterogeneous Code-Gen Problems 

Function pointers 

Translation table  

– From function pointer address space to actual entry point 

– All constructor code runs the same on all cores 

– Adds extra path to C++ virtual method calls 

Self-modifying code?   

– architecture independent: llvm 

Data pointers 

Shared address space 

Coherency management 

Data formats 

Little endian/Big endian, etc. 

Conversions probably impact source 
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Just In Time Compilation 

Binary distribution does not need to anticipate accelerators that 

might be present 

Old programs might be able to take advantage of new 

accelerators 

Accelerator architecture might not need to be held constant for 

long periods of time 

Intermediate needs enough information to do a good job 

How to replace hand-optimized assembly? 

Some optimizations are ‘hard’ for compilers. 
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Soft I-Cache for SPE 
Want to run a larger code base 

Limited local store forces small programs 

Limited libraries 

Users don’t like overlay system 

Upto  GB of code 

Normal tool-chain flow 

No detailed knowledge required on the part 

of the developer. 

‘Small’ changes to ABI – good operability 

with old source. 
32 bit virtual address space for code 

Support code out-side of cache structure 

.c 

.s 

compiler 

assembler 

.o 

linker 

Exe/lib 

Runtime 
System 

Divide code with  
branch always into 
Blocks smaller than 
the line size & 
annotate branches 
with importance+ 
Return stack 
information 

Linker analyzes 
whole program to 
Determine cache 
layout that minimizes 
cache conflicts on 
Important paths 
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A Cache Block 

Linker creates a “stub” at the end of the cache line for each 
branch immediate 
Stub has 4 word sized fields: 

Address of target 

Pointer to the branch 

Trampoline 

XOR pattern 

When line is brought from memory into cache branches 
immediate branches to a brsl (the trampoline (T)) in the stub to 
the runtime entry point. 

Brsl records a pointer to the stub 

Code… Constants Stub(s) br 

brsl xor ptr isa 
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Rewriting 

Runtime patches branch to point to target. 

Load & rototate xor pattern 

– Converts branch to stub to branch to target 

Load quadword pointed to by stub (contains the branch) 

Xor 

Store back the quadword with the branch 

Next time branch goes directly to intended target 

no extra delay 

Easy because cache is direct mapped. 

Branch hints work!!!! 

Must un-rewrite if target is evicted 
Indirects require tag check 
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Performance Relative to LS Static 

Miss penalty = 400 cycle access to main memory in parallel with cache 
management software 
Less than 10% total runtime penalty for running in small caches. 
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Next Gen Hardware 

More chips in systems 

More cores on chips 

Bandwidth might halt this -> more cores per module 

Slightly better single thread performance or  

At exa-scale, power limits make reduce single thread 

performance 

SMP Attached Accelerators 

Either consolidation driven by standard language OpenCL or 

Diversification driven by workable heterogeneous tool chain 

Where is the parallelism coming from? 

Where is the latency tolerance coming from? 
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Next Era of Innovation – Hybrid Computing 
The Next Bold Step in Innovation & Integration 

Symmetric Multiprocessing Era                              Hybrid Computing Era 

Today                      pNext 1.0                                              pNext 2.0 

p6                              p7 

Cell 

BlueGene 

Driven by cores/threads                                                            Driven by workload 

                                                                                                        consolidation 

Throughput   

Traditional 

Computational 

Technology Out                                                                     Market In 

All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only.   
Any reliance on these Statements of General Direction is at the relying party's sole risk and will not create liability or obligation for IBM. 
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