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@ A tensors is a multidimensional array:

0-order tensor:
1-order tensor:
2-order tensor:
n-order tensor:

scalar a
vector A;
matrix Aj ;,

Ai17i2;~<-7in

@ Tensor contractions can be thought of as generalized GEMMs

@ Three approaches to tensor contractions:

Nested loops

o Loops over GEMM (LoG)
o Transpose-Transpose-GEMM-Transpose (TTGT)
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@ A tensors is a multidimensional array:

o 0-order tensor: scalar «

o l-order tensor: vector A;

e 2-order tensor: matrix Aj;, ;,
o n-order tensor: Aj ;i

@ Tensor contractions can be thought of as generalized GEMMs
@ Three approaches to tensor contractions:

o Nested loops

o Loops over GEMM (LoG)

o Transpose-Transpose-GEMM-Transpose (TTGT)

@ We propose a novel approach: GETT!
o Akin to a high-performance GEMM implementation
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@ Approaches to Tensor Contractions:
o Loops over GEMM (LoG)

e Transpose-Transpose-GEMM-Transpose (TTGT)
o GEMM-like Tensor-Tensor Multiply (GETT)

@ Tensor Contraction Code Generator?

@ Performance Evaluation
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Identify 2D subtensors and contract them via GEMM

° Cm17n1 A Amhlekl,"l

ki

Amhkl

ki

mn

Bklynl
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(m1, my) ky

ki nm

A(mlymZ)qkl Bkl,m
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Loop over GEMM (LoG) TR

Conceptual Idea
Identify 2D subtensors and contract them via GEMM

° Cm17n1 A Aml,lekh"l
C C(m1,m2),n1 — A(mlymZ)ylekh"l
m k
© Crmy,nyynp,my < Amhmz,lekhnz,nl ' ,q y 4
my n
Aml»mkal Bkl,nz,m

for( m=0; m < My; mp++ )
for( m=0; m < Ni; m++ )
gemm (My, No, Ki, A[:,me,:], B[:,:,m], C[:,ni,:, m])
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B C(ml»mz)ml A A(mlymZ):lekh"l
m k;
© Crny,nyynp,m < Amlymz,kIBkh’Qy”l ' ,q y 4
m2 [n2]
Aml»mkal Bkl,[nz],nl

for( m=0; m < My; mp++ )
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(A[1]
clels]

Paul Springer (AICES) High-Performance Tensor Contractions Feb. 24th 2017 4 /17



Loop over GEMM (LoG) TR

Conceptual Idea
Identify 2D subtensors and contract them via GEMM

° Cm17n1 A Amhlekl,"l
B C(ml»mz)ml A A(mlymZ):lekh"l
m; k:
© Crny,nyynp,m < Amlymz,kIBkh’Qy”l ' f ; 4
[m2] 2
‘Aml,[mz],kl Bk17n2,n1
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Conceptual Idea
Identify 2D subtensors and contract them via GEMM

o le,nl < Amhlekhnl

C C(m17m2)7f71 = A(mlymZ),leklynl
/qé: fi

ko ky
my ni

‘Aklvmlka Bkz,n17k1

° le:”17”2,m2<_ Amlymz,kIBkh”L”l

° le,nl A Aklym17k28k2ynlak1

for( ki =0; ki < Ki; ki++ )
gemm (M, Ni, Ko, AlM,:,:], B[,: k], C[::])
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Loop over GEMM (LoG) TR

Conceptual Idea
Identify 2D subtensors and contract them via GEMM

o le,nl < Aml,lekh”l

C C(ml,mz)ml = A(mlymZ),leklynl ¥
i fis

ko ke
my ni

Ak1,m1,k2 Bkanlykl

° le:”17”2,m2<_ Amhmz,lekhnz,nl

° le,nl A AklymlykZBlenlakl

for( n=0; m < Ni; nm++ )
for( ko =0; ko < Ka; kot+ )

gemv (M, Ki, .A[:,:,kz]T, Blkz, n1,:], C[:, n])
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Loop Over GEMM (LoG) TR

@ Search space:
o GEMM indices: m, n, k
o Loop order
o Batched index

@ Advantages:

o Easy to implement
e Exploits existing BLAS libraries
o No additional memory required

o Disadvantages:

e Some contractions cannot be implemented via straight LoG
o GEMM's arithmetic intensity can be suboptimal
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° le,nl A Akl,ml,szkz,nlykl

Aml,(kl,kz) A Akl«,ml,kz

B(k17k2)«,n1 « Big,m

gemm(/\/ll, Nl, Kl X Kz, .A, B, C)

~’4(k14,k2)4,n71F 'Akhmhkz
B(kl»’Q)y"l < Bio,ni i

gemm(My, Ny, K1 x Kz, AT, B, C)
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Transpose-Transpose-GEMM-Transpose (TTGT) RWTHANCHEY

Conceptual Idea
@ “Flatten” the tensors to matrices
@ Use GEMM for contraction

© “Unflatten” output matrix to tensor

° le,nl A Akl,ml,kzlgkz,nl,kl

Ay (ha ka) = Ak Aoy ¢ A my e
B(k1<,k2)«,"1 A Bkzmhkl L B(’<1J<2),n1 A Bkz,nl,h L
gemm(/\/ll, Nl, Kl X K2, .A, B, C) gemm(Ml, Nl, Kl X Kz, .AT, B, C)

Al k) Ak ko

By ko),m < Big,n ka

gemn(My, Ny, Ki x Kz, BT, A, C)
Crnymy <= Ciymy
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Conceptual Idea
@ “Flatten” the tensors to matrices
@ Use GEMM for contraction

© “Unflatten” output matrix to tensor

° le,nl <~ AklymlykZB/Qy"l:kl

Amy (ko k) = Akm ko Ak ko) m ¢ Ak m o

B(k1<,k2)«,"1 A Bk21n1,k1 L B(kl,’Q),nl A Bkz,m,h L
gemm(l\/ll, Nl, Kl X K2, .A, B, C) gemm(Ml, Nl, Kl X Kz, .AT, B, C)
"E((kl,kz)«,m1 — Aklﬁml,kz g(kbkl)sml — Akl,mhkz

Bl so)m < Bompk B ka).m < Bromi
gemm(M1,~N1, K1 X KQ, BT, A, C) gemm(Ml,NNl, K1 X KQ, BT, .A, C)
Crnymy <= Ciymy Crmy,ny <= Cryymy
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Conceptual Idea
@ “Flatten” the tensors to matrices
@ Use GEMM for contraction

© “Unflatten” output matrix to tensor

° le,nl <~ AklymlykZB/Qy"l:kl

Amy (ko k) = Akm ko Aoy ¢ A my e
Bl koym < Bromk Bl kym < Bromk
gemm(l\/ll, Nl, Kl X K2, .A, B, C) gemm(Ml, Nl, Kl X Kz, .AT, B, C)
g(kl,kz)m — A ko g(kz,kl),ml — Ay ko
By ka),m < Braym L B, kym < Bromk
gemm(M1,~N1, K1 X KQ, BT, A, C) gemm(Ml,NNl, K1 X KQ, BT, .A, C)
Crmy,m < Cnyomy Crny,m 4= Chymy
Al
. and more. clefs]
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@ Search space:
e Any permutation of I, I, I«
e Transposed A
e Transposed B
e Interchange A and 5 within GEMM

o Advantages:

o Easy to implement

o Exploits existing BLAS libraries

o All TCs can be implemented via TTGT
o Large GEMM = good performance?

o Disadvantages:

o Transpositions® account for pure overhead
o Additional memory required
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= Complexity offloaded into packing routines
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GEMM-like Tensor-Tensor Multiplication (GETT)

RWTHAACHEN
UNIVERSITY

Key ldea

o Eliminate explicit transpositions
@ Pack-and-transpose while moving data into the caches®
= Complexity offloaded into packing routines

1 // N-Loop

2 for n =1 : nc : S,

3 // K-Loop (contracted)

4 for k = 1 : kc : S,k

5 B = identify_subtensor(B,n,k)

6 // pack B into B (L3 cache)

7 B = packB(g)

8 // M-Loop

9 for m =1 : mc : S,

10 A = identify_subtensor(A,m, k)
11 // pack A into A (L2 cache)
12 A = packA(A)

13 C = identify_subtensor(C,m,n)
14 // compute matrix-matrix product of AB
15 macroKernel(K,g,é\,a,ﬁ)

5Sharan Chetlur et al. “CUDNN: Efficient Primitives for Deep Learning”
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GEMM-like Tensor-Tensor Multiplication (GETT) RO EStEY

Key ldea

o Eliminate explicit transpositions
@ Pack-and-transpose while moving data into the caches®
= Complexity offloaded into packing routines

// N-Loop
for n =1 : nc : S

N =

Monday, February 27 10:15 - 10:35

TCCG: Tensor Contraction Code Generator

TOTTIT T
10 A = identify_subtensor(A,m, k)

11 // pack A into A (L2 cache)

12 A = packA(.,Z)

13 C = identify_subtensor(C,m,n)

14 // compute matrix-matrix product of AB
15 macroKernel(K,g,é\,a,ﬁ)
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GEMM-like Tensor-Tensor Multiplication (GETT) RO EStEY

@ Search space:
o Blocking parameters: mc, nc, kc

o Subtensors A B C

o Advantages:

e Same arithmetic intensity as GEMM
o No memory overhead

@ Disadvantages:
e Complex to implement
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clels]

Paul Springer (AICES) High-Performance Tensor Contractions Feb. 24th 2017 10 / 17



Tensor Contraction Code Generator (TCCG) RWTHAACHEN

@ Input: Mathematical description of TC
o eg., Cla,b,i,j] = A[i,k,a]l * B[k,j,bl;

@ Output: High-Performance C++ code
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Tensor Contraction Code Generator (TCCG) RWTHAACHEN

@ Input: Mathematical description of TC
e eg., C[a,b:i,j] = A[i,k’a] * B[k,J:b]:

@ Output: High-Performance C++ code

Solution
already
known?

Yes -
contraction.hpp
Store fastest candidate

Compile candidates

cost okay More can-

cost too high

Figure: Schematic overview of TCCG.
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Performance — Haswell (single core)
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@ Performance gap increases for bandwidth-bound TCs
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(a) 2xIntel Xeon E5-2680 v3 (b) NVIDIA Tesla P100

@ Performance for equally-sized GEMMs varies greatly
o For different settings: opA, opB, interchanged A and BB
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@ Performance for equally-sized GEMMs varies greatly

o For different settings: opA, opB, interchanged A and BB
@ Performance Model for TTGT and LoG:

o Account for varying GEMM perf®
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Conclusion and Future Work AT

@ A survey of different approaches to TCs has been presented

@ GETT exhibits high performance across a wide range of TCs
@ TCCG is available at https://github.com/HPAC/tccg
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Conclusion and Future Work AT

@ A survey of different approaches to TCs has been presented
@ GETT exhibits high performance across a wide range of TCs
@ TCCG is available at https://github.com/HPAC/tccg

Future Work

@ Implement TC library based on GETT
o Parallelize GETT

Thank you for your attention. ]
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Performance AT

@ Systems:

o Intel Xeon E5-2680 v3 CPU (Haswell)
o NVIDIA Tesla P100 GPU (Pascal)

o Compilers:

e icpc 16.0.1 20151021
e nvcc v8.0.44

@ Benchmark

o Collection of 48 TCs
o Compiled from four publications
o Each TC is at least 200 MiB

@ Correctness checked against naive loop-based implementation
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o TTGT faster than CTF everywhere.
o TTGT good in compute-bound regime
@ TTGT bad in bandwidth-bound regime




GEMM = bar, diff transpositions


Performance: mynymy-mykymo-nik; RWTHANCHEY

804{— GETT LoG — TIGT — GEMM];
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o GETT especially good in bandwidth-bound regime
o GETT still attains up to 91.3% of peak floating-point performance

@ TTGT poor in bandwidth-bound regime
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Performance: mjnymyny-mqkimo-nykino RWTHANCHEY

804[— GETT LoG — TIGT — GEMMli
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8 16 32 64 128 256 512 1024

o GETT especially good in bandwidth-bound regime
o GETT still attains up to 91.3% of peak floating-point performance

@ TTGT poor in bandwidth-bound regime
@ LoG performance can become arbitrarily bad
o GETT and TTGT barely affected by higher dimensions
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low perf  peak!
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GETT: Macro- /Micro-Kernel ROy

(m17 ny, my, n2) ’Aﬁvl,zl,iﬁz " Bﬁl,zlﬁz
. macro-kernel

@ Blocking for L3, L2, L1 cache as well as registers

(A[1]
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GETT: Macro- /Micro-Kernel ROy

(m17 ny, my, n2) ’Aﬁvl,zl,iﬁz " Bﬁl,zlﬁz
. macro-kernel

@ Blocking for L3, L2, L1 cache as well as registers

@ Written in AVX2 intrinsics no
cle[s]
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Packing via Tensor Transpositions gl 75
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Packing via Tensor Transpositions s b

A -5 l
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@ Preserve stride-1 index
= Efficient packing routines

on
- Clels
Paul Springer et al. “TTC: A high-performance Compiler for Tensor Transpositions”
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GETT: Summary Ve

Blocking for caches

Blocking for registers

Explicitly vectorized

@ Use TTC to generate high-performance packing routines
o Exploits full cache line (avoids non-stride-one memory accesses)

Explore large search-space:
o Different GEMM-variants (e.g., panel-matrix, matrix-panel)
o Different permutations
e Different values for mc, nc and kc

Prune the search space via a performance model

(A[1]
clels]
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GEMM = bar, diff transpositions
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@ TTGT good in compute-bound regime

@ TTGT bad in bandwidth-bound regime
o TTGT faster than CTF everywhere.
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GEMM = bar, diff transpositions


GETT Performance Model AT
1.0 1.0

0.8 III II 0.8} III II I
0.6

Efficiency

Efficiency

( b) Double-Precision.

(a) Single-Precision.
FIgU re: Limit the GETT candidates to 1, 4, 8, 16 or 32, respectively.

o Average performance without search: 90.7% / 92.3%

@ Average performance of the four best candidates: 98.3% / 97.2% A
cle[s]
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empirical search becomes almost obsolete
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