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Innovative Computing Laboratory

Numerical Linear Algebra
Heterogeneous Distributed Computing
Software Repositories

Performance Evaluation

Software and ideas have found there way into many areas of
Computational Science

Around 40 people: At the moment...
16 Researchers: Research Assoc/Post-Doc/Research Prof
15 Students: Graduate and Undergraduate
8 Support staff: Secretary, Systems, Artist
1 Long term visitors (Japan)

Responsible for about $4M/years in research funding from
NSF, DOE, DOD, etc




Computational Science

High Performance Computing offers
a new way to do science:

> Experiment - Theory - Computation
Computation used to approximate
physical systems - Advantages
include:

> Playing with simulation parameters to
study emergent trends

> Possible replay of a particular
simulation event

> Study systems where no exact
theories exist 5

Why Turn to Simulation?

Climate / Weather

When the problem is too Modeling

.. Data intensive problems

> Complex (data-mining, oil reservoir
> Large / small simulation)

> Expensive Problems with large

> Dangerous length and time scales

(cosmology)

to do any other way.




Technology Trends:
Microprocessor Capacity
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2X transistors/Chip Every 1.5 years

Called “Moore’ s aw” Gordon M oore (co-founder of
- Intel) predicted in 1965 that the

. h transistor density of semiconductor
Microprocessors have chipswould doubleroughly every
become smaller, denser, 18 months.

and more powerful.
Not just processors, 7
bandwidth, storaae. etc

M Oore, S L aN Super Scalar/Vector/Parallel

1 PFlop/s ?

Parallel
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T0FPS500

H. Meuer, H. Simon, E. Strohmaier, & JD

- Listing of the 500 most powerful
Computersin the World
- Yardstick: Rmax from LINPACK MPP
Ax= b, dense problem

TPP performance
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- Updated twice ayear -
SC*xy in the States in November
Meeting in Mannheim, Germany in June

- All data available from www.top500.0r g

Fastest Computer Over Time

GFlop/s
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Y ear
In 1980 a computation that took 1 full year to complete
can now be done in ~ 10 hours!




Fastest Computer Over Time
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In 1980 a computation that took 1 full year to complete
can now be done in ~ 16 minutes!
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In 1980 a computation that took 1 full year to complete
can today be done in ~ 27 seconds!




Livermore National Laboratory —
IBM Blue Pacific and White SMP Superclusters

ATF B

lue Pacific SST running

3 x 480 4-way SMP nodes

39TF
26TB

2.5 Th/s bisectional bandwidth
62 TB disk
6.4 GB/s delivered I/0 bandwidth

peak performance
memory

10TE ASCI White
512 Nighthawk 16-way SMP nodes
12. TF peak performance
4.0 TB memory
159 TB disk
2x 1/0 size and delivered bw over SST
2.5x external network improvement
Sufficient swap for GANG scheduling 15

Fastest Computer Over Time
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1980 a computation that took 1 full year to complete

can today be done in ~ 5.4 seconds!




Tetsuya Satoh
Director-Generdl
Earth Simulator Center

LLNL

[ e .’l
Donna Crawford
Director of Computing

TOPS00 list - Data shown
e Manufacturer Manufacturer or vendor
e Computer Type indicated by manufacturer or vendor
* Installation Site Customer
e Location Location and country
e Year Y ear of installation/last major update
e Customer Segment  Academic,Research,Industry,Vendor,Class.
e # Processors Number of processors
* R Maxmimal LINPACK performance achieved
* R Theoretical peak performance
N Problemsize for achieving R,
o Ny, Problemsize for achieving half of R,
* N,omd Position within the TOP500 ranking




TOP10

Rex

Areaof

Rank Manufacturer  Computer [T Installation Site Country Year T # Proc
1 NEC Earth-Smulator  35.86 Earth Simulator Center Jagpan 2002 Reseach 5120
2 1BM ASCI White 7.23 Lawrence Livermore USA 2000 Research = 8192
SP Power3 National Laboratory
AlphaServer SC Pittsburgh )
3 HP ESAS 1 GHy 4.46 Supercomputing Center USA 2001 Academic 3016
4 AlphaServer SC Commissariat al’ Energie
HP ESA5 1 GHz 398 Atomigue (CEA) France 2001 Reseach 2560
5 SP Power3
I1BM 375 MHz 3.05 NERSC/LBNL USA 2001 Research 3328
6 HP AlphaServer SC = 2.92 Los Alamos USA 2002 Research 2048
ESA5 1 GHz National Laboratory
7 Intel ASCI Red 238 SandiaNational Laboratory ~ USA 1999 Reseach 9632
8 I1BM pSeries 690 231 Oak Ridge USA 2002 Reseach 864
1.3 GHz National Laboratory
9 1BM ASCI Blue Pacific 2.14 Lawrence Livermore USA 1999 Research 5808
SST, IBM SP 604e National Laboratory
pSeries 690 IBM/US Army Reseach Lab
10 IBM 13Ghz 2.00 (ARL) USA 2002  Vendor 768
17
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“Moore’ swall” .

Horst Simon, NERSC

ASCIRed

17 4 1]
1 TFlop/s
TMC CM-§y ¢ Cray T30

1 GFlop/s O‘C'v'lx!

' . i
Moore's Law predicts B
exponential growth M N

> Performance doubling every ==
18 months -
> Usually plotted on semi-log oot
SCQIC,GPPCGT‘S as sfraighf line 1950 1960 1970 1980 1990 200

Human experience has a hard time deal with log
scale

> In 1980 a computation that took 1 full year to

complete can now be done in minutes!

> We are sitting at the bend of an exponential curve

From our perspective Moore's Law appears

T

as a “"wall”

> In a few years technology will again be completely

different
> Hard to predict what the future will be. - 4/ -

Performance Extrapolation
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M anufacturers
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HP 168, IBM 164

M anufacturers

Performance
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IBM 33%, HP 22%, NEC 19%
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June 2002 113 Sun
June 2002 115 Sun
June 2002 114 Sun
June 2002 112 Sun
June 2002 130 Sun
June 2002 278 Sun
June 2002 277 Sun
June 2002 271 Sun
June 2002 276  Sun
June 2002 275 Sun
June 2002 274 Sun
June 2002 273 Sun
June 2002 272 Sun
June 2002 309 Sun
June 2002 358 Sun
June 2002 359  Sun
June 2002 496 Sun
June 2002 495  Sun
June 2002 482  Sun
June 2002 491 Sun

June 2002 494 Sun
June 2002 492 Sun
June 2002 488 Sun
June 2002 486  Sun
June 2002 484 Sun
June 2002 479 Sun
June 2002 483 Sun
June 2002 490 Sun
June 2002 489 Sun
June 2002 481  Sun
June 2002 480  Sun
June 2002 498 Sun
June 2002 493 Sun
June 2002 497  Sun
June 2002 487  Sun
June 2002 485 Sun
June 2002 499 Sun

List  Rank Manufacturer

List  Rank Manufacturer

Sun Systems on the Top500

Computer Rimax(GFlops)
HPC 4500 400 MHz Cluster 42044
HPC 4500 400 MHz Cluster 420.44
HPC 4500 400 MHz Cluster 42044
HPC 4500 400 MHz Cluster 420.44

Fire 15K 357.10
Fire 16K 197 30
Fire 15K 197.30
Fire 16K 197 30
Fire 15K 197.30
Fire 16K 197 30
Fire 15K 197.30
Fire 16K 197 30
Fire 15K 197.30
Fire 6800/Sun Fire Link 195 80
Fire 6800 186.50
Fire 6800 186.60

HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
Computer Rinax({GFlops)
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10
HPC 10000 400 MHz Cluster 137.10

Installation Site Country
Service Provider usa 2000
Sun usa 2000
Service Provider usa 2000
Defense Sweden 1999
Universitaet Aachen/RWTH Germany 2002
Kyoto University Japan 2002
Government usA 2002
Automotive Manufacturer France 2002

DaimlerChrysler
DaimlerChrysler

Germany 2002
Germany 2002

DaimlerChrysler Germany 2002
BMW AG Germany 2002
Automative Manufacturer France 2002
High Performance Computing Virtual Laboratory Canada 2002
Universitaet Aachen/RWTH Germany 2002
Universitaet Aachen/RWTH Germany 2002
Telecommunication Company South Africa 2001
Telecommunication Company South Africa 2001
US Army Research Laboratory (ARL) usA 1999
Gateway UsA 2000

Installation Site Con

untry  Year

MobilCom Germany 2001
Information Technology Company Germany 2001
Ford Motor Company usA 2000
E-commerce usA 2000
Clearstream Senices Luxembourg 2002
Motorola usA 2000
Bank usA 2000
GTE Communications usA 2000
ETE Communications usA 2000
Sun usA 2000
Mew York City - Human Resources usA 1999
Telecommunication Company usA 2001
MobilCom Germany 2001
Telecommunication Company South Africa 2001
EDS Canada 2002
Clearstream Senvices Luxembourg 2002
Telecommunication Company usA 2001

Industry
Vender
Industry
Classified
Academic
Academic
Glassified
Industry
Industry
Industry
Industry
Industry
Industry
Research
Academic
Academic
Industry
Industry
Research
Industry
Installation Type
Industry
Industry
Industry
Industry
Industry
Industry
Industry
Industry
Industry
Industry
Government
Industry
Industry
Industry
Industry
Industry
Industry

Year Installation Type Processors

Processors
256
266
256
266
256
256
256
256
256
256
256
256
256
256
256
256
266

[Countrv. France

k to form

French Ton500 Computers

ere to show the explanation of the fields

June 2002 4

June 2002 59
June 2002 90
June 2002 140
June 2002 162
June 2002 174
June 2002 185
June 2002 194
June 2002 222
June 2002 231
June 2002 250
June 2002 254
June 2002 271
June 2002 272
June 2002 313
June 2002 343
June 2002 342
June 2002 373
June 2002 374
June 2002 420

June 2002 430
June 2002 454
June 2002 469

List  Rank Manufacturer Computer Rrax(GFlops) Installation Site Country Year Installation Type Processors
Hewlett-Packard AlphaServer SC ES45/1 GHz 3980.00 [ a IEnergie Atomique (CEA) France 2001 Research 2560
1BM pSeries 690 Turbo 1.3GHz GigEth 590.20 CNRS/DRIS France 2002 Academic 256
1BM SP Power3 375 MHz 494.00 Centre Informatique National (CINES France 2001 Academic 472
Hewlett-Packard AlphaServer SC ES40/833 MHz ~ 326.40 C a IEnergie Atomigue (CEA) France 2000 Research 300
NEC SK-540M3 303.00 CNRS/DRIS France 2000 Academic 40
Fujitsu VPP5000/31 286.00 Ieteo-France France 1999 Research kil
Sal ORIGIN 3000 500 MHz 259.00 Centre Informatique National (CINES France 2001 Academic 320
Hewilett-Packard SuperDome 750 MHz/HyperPlex 24530 France Telecom France 2001 Industry 128
Hewilett-Packard SuperDome 750 MHz/HyperPlex 243 80 CIE Gegetel SI France 2002 Industry 128
1BM pSeries 690 Turbo 1.3GHz GigEth 234 00 BOUYGTEL France 2002 Industry 96
1BM SP Power3 375 MHz 214.00 PSA Peugeot Citroen France 2001 Industry 212
Hewlett-Packard AlphaServer SC ES40/EVET 211.00 C a [Energie Atomigue (CEA) France 1999 Research 3
Sun Fire 15K 197.30 Automative Manufacturer France 2002 Industry 144
Sun Fire 15K 197.30 Automotive Manufacturer France 2002 Industry 144
Hewlett-Packard SuperDome/HyperPlex 195.80 Erance Telecom France 2001 Industry 128
Hewlett-Packard SuperDome 750 MHz/HyperPlex  191.70 Erance Telecom France 2001 Industry 96
Hewlett-Packard SuperDome 750 MHz/HyperPlex  191.70 Erance Telecom France 2001 Industry 96
1BM SP Power3 375 MHz 179.00 CNRS/IDRIS France 2001 Academic 176
Hewilett-Packard AlphaServer SC ES40/833 MHz ~ 178.00 [ a [Energie Atomique (CEA) France 2000 Research 160
1BM SP Power3 375 MHz 156.00 Dassault Aviation France 2001 Industry 152

List  Rank Manufacturer Computer Rinax(GFlops) Installation Site Country Year Installation Type Processors
Fujitsu VPP5000/16 149.00 [ a [Energie Atomique (CEA) France 1999 Research 16
Hewlatt-Packard SuperDome/HyperPlax 14710 Hutchison Telecom France 2001 Industry 96
1BM Netfinity Cluster PIll 1 GHz - Eth  138.00 Bank France 2001 Industry 320

12



Continents

500

400

300

200

100

2
o

1 Europe

US 238 (242), Europe 171 (162), Japan 53 (56)

Continents - Performance

Performance

100%

90%
80%
70%
Europe
60%
50%
40%
30%

20% USA/Canada

10%
0%
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US 45% (59) Europe 24% (22) Japan 25% (13)
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Europe - Countries

150
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27
G 64, UK 37, F23,SK 12, BEL 14,CH 3

Kflops per Inhabitant
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28

Janan 57 Tf/s UUS 99 Tf/s

14



Customer Type
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Industrial Customer Segments
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Excerpt from TOP500

Country

IBM USA
IBM USA
IBM USA
I1BM USA

I1BM UK

Hewlett-Packard UK

# Proc
768
320

224
520

196

31

Customer Types - Performance

Performance

32
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Producers
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Producers - Performance

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

& K qvgcagv)qco gbgf\é\q%g%gqqq' S>> K

& ) & & & &
3\) eo 3\) eo 3\) eo 3\) eo 3\) eo 3\) eo 3\) eo 3\) eo 3\) eo 3\5

Performance

34

17



Processor Type
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Chip Technology
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Chip Technology
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Architectures

Cluster - NOW
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Congtellation: #of p/n > n
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Performance Distribution
June 2002
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Cumulative Performance
June 2002
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Performance Distribution

Rank of 1/2 TOP500 Performance
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TOPS00 Supercomputer Sites

To provide a better basis for statistics on hugh-performance computers, we list the sites that have the 500 most
powerful computer systems installed The best Linpack benchmark performance achieved is used as a

tmeasure in ranking the computers. The TOP500 list has been updated twice a year since June 19973 Hmyoucngel
information about all published Rists.

Search for

.

22



To Run Benchmark for TOP500

HPL: High Performance Linpack

Antoine Petitet and Clint Whaley, ICL,
UTK

»icl.cs.utk.edu/hpl
>Needs only

»MPI

»BLAS or VSIPL

»Highly scalable and efficient for the
whole range of system sizes we see

45

Performance

NUMBER OF MACHINES

1976: The
Supercomputing
“Idland”

Today:
A Continuum

PERFORMANCE

25



Petaflop Computers Within the Next
Decade

Five basis design points:
> Conventional technologies

» 4.8 GHz processor, 8000 nodes, each w/16 processors
> Processing-in-memory (PIM) designs

» Reduce memory access bottleneck

> Superconducting processor technologies
» Digital superconductor technology, Rapid Single-Flux-
Quantum (RSFQ) logic & hybrid technology multi-
threaded (HTMT)
> Special-purpose hardware designs
» Specific applications e.g. GRAPE Project in Japan for
gravitational force computations
> Schemes utilizing the aggregate computing power
of processors distributed on the web
» SETI@home ~26 Tflop/s

47

SETI@home: Global Distributed Computing

Running on 500,000 PCs, ~1000 CPU Years
per Day

> 485,821 CPU Years so far
Sophisticated Data & Signal Processing
Analysis

Distributes Datasets from Arecibo Radio
Telescope

45
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SETI@home

Use thousands of Internet-
connected PCs to help in
the search for
extraterrestrial
intelligence.

Uses data collected with
the Arecibo Radio
Telescope, in Puerto Rico

When their computer is idle
or being wasted this
software will download a
300 kilobyte chunk of data
for analysis.

The results of this analysis
are sent back to the SETI
team, combined with
thousands of other
participants.

Largest distributed
computation project in
existence

» ~ 400,000 machines
> Averaging 27 Tflop/s

Today many companies
trying this for profit.

49

ry 22, 2002 Posted: 1298 PM EST (1718 GMT,

SAN JOSE, California (AP) - A
coalition of scientists and technology
companies is asking people around rthe
world io use their computers' exira
processing pawer to help search for a
cure for anthrax

The project follows simélar efforts to use
‘disrbueed compurng’ <o hunt for
estrial ife and a cure for cancer

unched Tuesday to help

Uneversity researchers fd ways
to treat anthrax that can no longer be
treated by antbiotics

owmoney

. GED svETIE G EMALTHIS
XstreamQuotes

@ PRINL TS Gy MOSTECPULAR
The project is based on the premy
the average personal computer v
between 13 percent and 18 percent of its processmg power a ay gven It
emplovs "peer-to-peer” technology, m which milions of computers can share files
over the Internet

that

Participants download a screen-saver that runs whenever their computers have
tesources to spare, and uses that power to perform computations for the project
When the user connects to the Internet, the computer sends data back 1o a central
hub and gets another assignment

ipts

CNN Headline News
CNN International
askCNN

The company that designed the program, United Devices Inc. of Austin, Texas
promsses thai no persomal nformaton on particpants’ PCs can be compremised
while they take part

If the project attracts mare than 160,000 paracipants, i can give researchers more
computatonal power than the world's 10 best supercomputers combmed. sad
Unsied Devices spokesman Andy Prince.

With enough participants, the project would provide researchers 10 tmes more
power than the world's best supercomputer, sad Graham Richards, the Oxford
professor leading the study.

"The screen-saver doesn't cost you anvthing, and at least you're taking part in
something, adding your bit." he said

Intel, Microsoft involved

Ty 4 issues :
= m"il'lmE Scientsts have discovered that the anthrax toxin is made up of three proteins that

tawin an v Tt barama tavin 2ftar hindin tamsthar

Grid Computing -
from ET toAnthrax

UNITED
DEVICES™

25



Petaflops (10> flop/s) Computer Today?

2 GHz processor (O(10°) ops/s)
»1/2 Million PCs O(10¢)
»~$2K each, O(103%) - $1B
> 100 Mwatts
>5 acres
» 500,000 Windows licensesl!
>PC failure every second

51

High-Performance Computing
Directions: Beowulf-class PC Clusters

Definition: @ Advantages:
COTS PC Nodes 5
> Pentium, AMD, Alpha, Best pr'ice—performanc -
PowerPC, SMP Low entry-level cost
COTS LAN/SAN Just-in-place configuration
Interconnect Vendor invulnerable
> Ethernet, Myrinet, Scalable

Giganet, ATM é Rapid technology tracking

Open Source Unix
> Linux, BSD

Message Passing Enabled by PC hardware, networks and operating
. system achieving capabilities of scientific workstations
Computmg at a fraction of the cost and availability of industry
> MPI, Pﬁfﬁj standard message passing libraries. However, much
more of a contact sport.

20



Excerpt from TOP500

Manufacturer

Perfor mance Numberson RISC Processors

Processor Cycle Time Linpack n=100 Linpack n=1000 Peak
Intel P4 2540 1190 (23%) 2355 (46%) 5080
Intel/HP Itanium 2 1000 1102 (27%) 3534 (88%) 4000
Compaq Alpha 1000 824 (41%) 1542 (77%) 2000
AMD Athlon 1200 558 (23%) 998 (42%) 2400
HP PA 550 468 (21%) 1583 (71%) 2200
IBM Power 3 375 424 (28%) 1208 (80%) 1500
Intel P3 933 234 (25%) 514 (55%) 933
PowerPC G4 533 231 (22%) 478 (45%) 1066
SUN Ultra 80 450 208 (23%) 607 (67%) 900
SGI Origin 2K 300 173 (29%) 553 (92%) 600
Cray T90 454 705 (39%) 1603 (89%) 1800
Cray C90 238 387 (41%) 902 (95%) 952
Cray Y-MP 166 161 (48%) 324 (97%) 333
Cray X-MP 118 121 (51%) 218 (93%) 235
Cray J-90 100 106 (53%) 190 (95%) 200
Cray 1 80 27 (17%) 110 (69%) 160 54

27



Pentium 4 - SSE2
Today’ s “ Sweet Spot” in Price/Performance

2.53 GHz, 400 MHz system bus, 16K L1 &
256K L2 Cache, theoretical peak of 2.53
Gflop/s, high power consumption

Streaming SIMD Extensions 2 (SSE2)
> which consists of 144 new instructions
> includes SIMD IEEE double precision floating point

» Peak for 64 bit floating point 2X (5.06 Gflop/s)

» Peak for 32 bit floating point 4X (10.12 Gflop/s)
> SIMD 128-bit integer
> new cache and memory management instructions.
> Intel's compiler supports these instructions today
> ATLAS was trained to probe and detect SSE2

55
Table 1: Performance in Solving a System of Linear Equations
Computer “LINPACK Benchmark” “TPP” “Theoretical
n =100 Best Effort Peak” Mflop/s
08/Compiler Mflop/s | n=1000, Mflop/s
Intel Pentium 4 (2.53 GHz) ifc -03 -xW -ipo -ip -align 1190 2355 5060
NEC SX-6/8 (8proc. 2.0 ns) 41520 64000
NEC SX-6/4 (4proc. 2.0 ns) 23680 32000
NEC SX-6/2 (2proc. 2.0 ns) 13350 16000
NEC SX-6/1 (1proc. 2.0 ns) R12.1 -pi -WF"-prob_use” 1161 7575 8000
Fujitsu VPP5000/1(1 proc.3.33ns) frt -Wv,-r128 -Of -KA32 1156 8784 9600
Cray T932 (32 proc. 2.2 ns) 29360 57600
Cray T928 (28 proc. 2.2 ns) 28340 50400
Cray T924 (24 proc. 2.2 ns) 26170 43200
Cray T916 (16 proc. 2.2 ns) 19980 28800
Cray T916 (8 proc. 2.2 ns) 10880 14400
Cray T94 (4 proc. 2.2 1s) £90 -03,inline2 1129 5735 7200
HP RX5670 Itanium 2(4 proc 1GHz) 11430 16000
HP RX5670 Itanium 2(2 proc 1GHz) 6284 12000
HP RX5670 Itanium 2(1 proc 1GHz) | £90 +DSmckinley +03
+Oinline_budget=100000
+0no_ptrs_to_globals 1102 3534 4000
HP RX2600 Itanium 2(2 proc 1GHz) 6251 8000
HP RX2600 Itanium 2(1 proc 1GHz) | f90 +DSmckinley +03
+Oinline_budget=100000
+Ono_ptrs_to_globals 1102 3528 4000
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NOW - Cluster

= AMD

O Intel

® IBM Netfinity

E Alpha

O HP Alpha Server
W Sparc
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SImpU,
cwe’s @ m ’ YoM | Industry Recognized Linux Cluster Expertise

home / contact =4

search|

* top500 # ieee tfoc @ contribute ® web resources * past polls « calendar ® EAQ © about this site

Clusters ® TOPS00 |
T MOSIX 1.6.0
Wednesday, June 05 2002 @ 11:11 PM €DT For more
9/0) Contributed By:Amna: 'sbout this Site, please
2/0) read here.
yeowulf (2/0) MOSIX is a software that allows any size Linux cluster of Pentium/AMD workstations and
ials (1/0) servers to work like a single system. To run in a MOSIX cluster, there is no need to modify
Linux (1/0) | or to link applications with any library, or even to assign processes to different nodes, Cluster Datebase: Be

eneral News (25/0) | MOSIX does it automatically - just fork and forget, ke in an SMP. sure to check the cluster
\Hardware (1/0) you are
|Linusx (2/0) affilated with one of the

[Pross Relsgyos (8/1)
|Saftware (23/0)

Dor't have an
account yet? Sign up
as a New User

MOSIX 1.6.0 for Linux 2.4.18 was released.

SEQUENOM Uses Linux NetworX Cluster to
Provide Online Supercomputing Power for
Genetic R rch

Tuesday, May 07 2002 @ 04750 PN €DT
Contrsbuted By:Andrea Lo,

ASP (application service provider) is powered by 3 Linux NetworX clus

sites and think that some
cluster dats is incorrect,
please

|Guest Editoriol
Or. Thomas Sterling: "7t is
quite possible that by the
muddie of this decade
clusters in thewr myriad
forms will be the.

provide users with online genetic research access. SEQUENOM, Inc. (Na:dzq SGNM), 3

tics campany, is providing the ASP, known as RealSNP.com(TM), to include
its database of millions of sequences to offer the most comprehensive online
genomics research tool available today.

SALT LAKE CITY, May 7, 2002—Linux Network announced today Ihal thn first genomics @
to

read mare (468 wards) 2 comments
26

Mast Racent Comment: 0

MOSIXVIEW 1.1

Friday Fiorch 017002 & To1% AN €37
d Byimosievien

MOSIXVIEW 1.1 is out.
There are several smaller changes and erhancements in the new version of

Masixview which also supports OpenMosix now. Read more about the changes and

computing architecture. *
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Clusters @ TOP500

search|

home / contac

i
duster ddthbase * topS00 * ieee tfcc ¢ contrbute + web resources » past polls * calendar » EAQ * about this site
Welcome to Clusters @ TOPS00 ! Thu Nov 2
Cluster Sublist
This is no official ranking. Please read here to leam more about the results and the benchmarks
Number of results: 171
Extreme Linux (1/0)
General News {23/0)| Go back to form
Hardware (1/0)
Linux (2/0)
|Pross Relaasas {7/0) # ite System Name Integrator Node Total Total Peak Interconnect
Software {20/( Y Number  Processors Performance
Self, westem
1 | Locus Discovery usa Sclentine, VA L 708 1416 1416.00 Fast Ethemet
Username: -
2 | Inpharmatica Ltd. m::g:nm Biopendium In house 800 1220 1061.00 Fast Ethemat
Password: ey =
3 | Shell Technology Exploration |y oangs 18M 1030 1038 1037.10 Gigabit Ethernet
and Production
Login |
=) 4 | nesa usa 18M 516 1032 1032.00 Myrinet 2000
Don't have an Brookhaven Nationsl A e
actmtysr gt | |5 |Lanoratory usa RHIC Computing Eaciity | VA Linuxand IBM | 638 1276 990.80 Fast Ethemet
25 2 New User
g [NST=Computationn Soiogy | 3lon CBRC Magi system NEC 520 1040 967.20 Myrinet 2000
Research Center T iy Y
Real World Computing .
¥ vy 3apan Self-made 512 1024 955.40 Myrinet 2000
p; |{NSwemsRy.nritan Costacr | o, ICE Box Self Made 303 388 814.66 Fast Ethemet
High Performance Computing
9 | Incyte Genomics usa 1n house 767 1511 754.00 Gigabit Ethernet
10 | Sandia National Lab usa Self-made 628 626 6268.00 Myrinet

Peak performance
Interconnection
http://clusters.top500.0org
Benchmark results to follow in the coming months
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Notes on the Earth Simul ator

Jack Dongarra
Computer Science Department
University of Tennessee
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Development Center
Japan Atomic Energy Research Ingtitute

-

-

global models
predictions of
global warming etc

Atmospheric and Solid earth science \
oceanographic science
- - s
High resolution Global dynamic model

to describe the entire solid
earth as a system.

.

High resolution
regional models

predictions of
El Nifio events and
Asian monsoon etc.,

Regional model

to describe crust/mantle
activity in the Japanese
Archipelago region,

.
-~

predictions of weather disasters
such as typhoons, localized
torrential downpour, oil spill,

High resolution
local models

generation process
Seismic wave tomography

Simulation of earthquake ]

\gownburst etc.

Earth Simulator

Based on the NEC SX architecture, 640 nodes, each
node with 8 vector processors (8 Gflop/s peak per
processor), 2 ns cycle time, 166B shared memory.

> Total of 5104 total processors, 40 TFlop/s peak, and 10 TB
memory.

It has a single stage crossbar (1800 miles of cable)
83,000 copper cables, 16 GB/s cross section
bandwidth.

700 TB disk space
1.6 PB mass store
Area of computer = 4 tennis courts, 3 floors

62
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I nter connection network (16GB/s* 2)

‘ """""" | ~ #39
i #1
# | Shared memory Cluster #0

Pr ocessor
node #0

Shared memory

10ss820.d 10108 A\ |
1055900 .4d 10199 /)

1055320 4d J01B A
10ss900.4d 10109 A
10ss820.4d 10199/

(5

E
H+
f
*

Specifications Total number of processors 5,120

Peak performance/ processor 8 Gflops Total number of nodes 640

Peak performance/ node 64 Gflops Total peak performance 40 Tflops
63

Shared memory 16 GB Total main memory 10TB

Outline of the Earth Simulator Computer

e Architecture : A MIMD-type, distributed memory, parallel system
consisting of computing nodes in which vector-type multi-
processors are tightly connected by sharing main memory

e TR

» Total number of processor nodes: 640

* Number of PE’s for each node: 8

 Total number of PE’s: 5120

» Peak performance of each PE: 8 GFLOPS =

- Peak performance of each node: 64 GELOPS “tew.

« Main memory : 10 TB (total). REGazicg e e
Shared memory /node : 16 GB o

* Interconnection network: Single-Stage Crossbar Network

i

)

oRTaE
Vecior Proosssor
RoRTaE
Vecior Proosssor

a®
s Ss%u .

ajo °
\!?\?ﬂ'
ni"g“

W a3 am
gnil

&

i

3
H

* Performance : Assuming the efficiency 12.5%,
the peak performance 40 TFLOPS
(the effective performance for an atmospheric
circulation model is more than 5 TFLOPS).
Earth Simulator Research and Devel opmen%énter
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R& D results

Comparison of vector processors

SX4
8 Gflops (2 Gflop/s x
4) Clock :125MHz
LSI: 0.35pym CMOS
37x4=148 LSls
65

Earth Simulator Research and Development Center

R&D results
Comparison of cabinets for 1 node
Present distributed-memory supercomputer Earth Simulator 1 node
(SX-4) 1 node
Peak Performance : 64 Gflops Peak Performance : 64 Gflops
Main Memory . 16GB Main Memory . 16GB
Electric Power : 90KVA Electric Power . 8KVA

lin

Air Cooling

),

— about 1m
about 0.7m

about 6m

66
Earth Simulator Research and Development Center
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R& D results

= 500MHz (partly 1GHz)

0.15uym CMOS
= 10 million transistors/cm?

High performance one-chip vector processor: OCVP-ES

Build-up PCB

number of pins/chip <1000 (present) = 4000 - 5000

Earth Simulator Research and Development Center

R&D results
Connection between processor nodes (crossbar network)

NRSTIS:
\g\\\\‘ .p\

\\
()
)

—
F+
= 320 Cabinets

L)
Earth Simulator Research and Development Center
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Bird's-eye View of the Earth Simulator System

Cross-sectional View of the Earth Simulator Building

qgk‘l.“

PE-fd] s T g T
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New Earth Simulator Facilities

Earth Simulator Research and Development Center

615)



R&D results

Total length of IN cables

Qi ™
pe S

74
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Peak Performance

WEEAEE Theoretical peak performance

(FLOPS)
130T
g & | #m R <ol S
e s ki Earth Simulator R
. ” RASC Whire
2 2 VEESO00 . QS REC00E 1
H'IH"S g
501 Pt 1 AECIEM
17 CPFACS (b £.4 T SRE0
T g .;;-Jcn 3'1";’-'5”
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[ -1
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Earth Simulator Computer (ESC)

Rmax
> Li

v

H

Y V V V

Benchmark took 5.8 hours to run.
Algorithm: LU w/partial pivoting
Software: for the most part Fortran using MPI

from LINPACK MPP Benchmark Ax=b, dense problem
npack Benchmark = 35.6 TFlop/s

Problem of size n = 1,041,216; (8.7 TB of memory)

alf of peak (n,) achieved at n, = 265,408

Rate

Size

For the Top500

> Z

Y V V V

of all the DOE computers = 27.5 TFlop/s

Performance of ESC ~ 1/6 Z(Top 500 Computers)
Performance of ESC > Z(Top 12 Computers)
Performance of ESC > Z(Top 15 Computers in the US)
Performance of ESC > All the DOE and DOD machines

(37.2 TFlop/s)

> Performance of ESC >> the 3 NSF Center's computers
(7.5 TFlop/s)
SETI@home ~ 27 TFlop/s
79
1
Ve Compute T E———— T TR e o S e of
Gflop/s ggﬂws Peak Gflop/s Pervious Y ear Processors Problem
Year

2002 | Earth Simulator Computer, 35610 1, 4.9 40832 |1, 37 5104 1041216
NEC /4 /4

2001 | ASCI White-Pacific, IBM SP | 7226 15 11136 1.0 7424 518096
Power 3

2000 | ASCI White-Pacific, IBM SP | 4938 21 11136 35 7424 430000
Power 3

1999 | ASCI Red Intel Pentium 11 2379 1.1 3207 0.8 9632 362880
Xeon core

1998 | ASCI Blue-Pacific SST, IBM | 2144 1.6 3868 21 5808 431344
SP 604E

1997 | Intel ASCI Option Red (200 | 1333 3.6 1830 3.0 9152 235000
MHz Pentium Pro)

1996 | Hitachi CP-PACS 368.2 13 614 1.8 2048 103680

1995 | Intel Paragon XPISMP 281.1 1 338 1.0 6768 128600

1994 | Intel Paragon XPISMP 281.1 23 338 1.4 6768 128600

1993 | Fujitsu NWT 124.5 236 140 31920

&0
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LINPACK Benchmark List

Computer Number of  Rpqz Npaz Nyija Ryear
(Full Precision) Processors | Gflop/s | order order  Gflop/s
Farth Simulator, NEC processors**** esg 5104 35610 1041216 265408 40832
ASCI White-Pacific, IBM SP Power 3(375 MHz) lIn 8000 7226 518096 179000 12000
Compagq AlphaServer SC ES45/EV68 1GHz  psc| 3016 4463 280000 85000 6032
Compagq AlphaServer SC ES45/EV68 1GHz ~ PSC| 3024 4059 525000 105000 6048
Compagq AlphaServer SC ES45/EV68 1GHz ~ C€al 2560 3980 360000 85000 5120
IBM SP Power3 208 nodes 375 MHz lbnl 3328 3052. 371712 4992
ompaq Alphaserver SC ES45/EV68 1GHz  lanl| 2048 2916 272000 4096
BM SP Power3 158 nodes 375 MHz lbnl 2528 2526. 371712 102400 3792
ASCI Red Intel Pentium IT Xeon core 333MHz snl| 9632 2379.6 362880 75400 3207
ASCI Blue-Pacific SST, IBM SP 604E(332 MHz)|In| 5808 2144. 431344 432344 3868
ASCI Red Tntel Pentium 1T Xeon core 333MHz sn| 9472 2121.3 251904 66000 3154
Compagq Alphaserver SC ES45/EV68 1GHz  [an| 1520 2096 390000 71000 3040
BM SP 112 nodes (375 MHz POWERS3 High) ibm| 1792 1791 275000 275000 2688
HITACHI SR8000/MPP/1152(450MHz) U toyko 1152 1709.1 141000 16000 2074
HITACHI SR8000-F1,/168(375MHz) leibnizl 168 1653. 160000 19560 2016
ASCI Red Intel Pentium 1T Xeon core 333Mhz SNl 6720 1633.3 306720 52500 2238
SGI ASCI Blue Mountain lanl 5040 1608. 374400 138000 2520
IBM SP 328 nodes (375 MHz POWERS3 Thin) N0O| 1312 1417. 374000 374000 1968
Intel ASCI Option Red (200 MHz Pentium Pro) sn| 9152 1338, 235000 63000 1830
NEC SX-5/128M8(3.2ns) osaka| 128 1192.0 129536 10240 1280
CRAY T3E-1200 (600 MHz) us government 1488 1127. 148800 28272 1786
HITACHI SR8000-F1/112(375MHz) leibnizl 112 1035.0 120000 15160 1344
Performance of AFES
Climate Code
&2
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Physics Model of AFES

cuamurous condensauon, precipiiation, convecuaon

convection - Simplified Arakawa-Schubert

(Arakawa and Schubert, 1974;Moorthi & Suarez, 1992)
- Kuo scheme + shallow convection
- Manabe’s moist convection

Large-scale Other cloud processes and prediction of cloud water
condensation (Le Treut & Li, 1990)
Radiation 2-stream k-distribution scheme (Nakajima&Tanaka, 1986)
Vertical Transport of heat, momentum, and moisture in PBL
diffusion Level 2 turbulence scheme (Mellor & Yamada, 1974,1982)
Surface flux Fluxes in surface boundary layer (Louis, 1979)

(Mellor et al., 1992)
Ground Multi-layer heat conduction, Hydrology (Manabe, 1979)
process Ground moisture (Manabe et al., 1965)

Frozen soil process (Clapp & Hornberger, 1978)
Bucket model (Kondo, 1993)

Ocean mixing | Ocean temperature (Wilson et al, 1987)
layer Seaice

Gravity wave-| Orographic effect (McFarlane, 1987)
induced drag

Others Dry convection adjustment 83

Paralldization of AFES

MPT (Top-down approach) --> among processor nodes

> Domain decomposition w.r.t. latitude in grid space
(S.Pole to N.Pole)

> Eecomposifion w.r.t. wave number of Fourier transform in wave
omain

Microtasking (Bottom-up approach) --> within node

> Parallel decomposition of collapsed DO-loop to maximize the length
of vector loop

> Parallelism
» Vertical direction for Legendre transform
» Column-wise (2-dimensional) for physical process

Vectorization (Bottom-up approach) --> with 1PE

> Optimization of vector loop
> Maximization of loop length with DO-loop collapse

&4
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hadl S LR TOTT DI OOToo T OT 7 1T mw wITTTTonw

M odel

Rarallal decompasition
T

L !
l GIa poInts. soc4U% 1920796 ‘

Grid space Spectral space
o
5 S
—l
I @
i\

J=

1=3840
& High resolution (10km) resulting in increased cost concentration
on vector-tailored dynamics part (>75%)

& MPIl among nodes / Microtasking within node

& Domain decomposition that fully exploits parallel nodes (>99%
parallelization ratio) with less communication

& Reduced load imbalance due to improved algorithms

(e.g., Use of increasingly popular Kuo cloud physics model)
& Improved vector performance with DO-loop optimization oo
& Combined use of assembler coding for part of matrix operations

WU]_I'GTUTITI@ CC
Enhancement for the ES

Minimization of serial sections

> Most dominant factors affecting the total
performance of applications

Pursuit of reduced communication
overhead

Increase of vector performance

> Effective combination of vector and parallel
processing efficiency

&6
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ITTTUTALOT

T1279L.96 (3840x1920x96, 10.4km)

Total CPUs  Nodes CPUs Elapse time TFLOPS
/Node (sec) Peak  Sustained Ratio(%)

80 1 L 0.52 8L1
160 1 119.26 1.28 1.04
320 1 60.52 2.56 2.04
80 8 32.06 5.12 3.86
160 8 16.24 10.24 7.61
320 8 8.52 20.48 14.50

Measurement for 10 time integration
steps

26.6 TFLOP/S sustained performance

with the 640 full nodes (5120 CPUs/ Peak 40 TFLOP/S)
&7

Effective Performance of the AFES Climate Code on the ES with
the Kuo's Cumulus Convection Scheme for aT1279L96

—ResolutionMaodel
26.6 TFLOP/S sustained performance

with the 640 full nodes (5120 CPUs/ peak 40 TFLOP/S)

45.00

40. 00 —
35. 00 //
30. 00
25. 00 / —
20.00 / _— 64.6%
15. 00 /
oo ~_— 70.8%
' " 742

5.00

TFLOPS

75.3%
0. 00 !
0 1000 2000 3000 4000 5000 6000
Number of CPUs
—&— TFLOPS —#—Peak ( TFLOPS ) ‘ 68
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Results from AFES

&9

AFES(Kuo) T42L24 5y JAN/11
Snapshot of PRCP(g/mx*2/
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AFES(Kuo) T106

L
Shapshot of PRCP(g/ym

JAN/11
**2/5)

Y

ShwreNDe

AFES(Kuo) T639
Snapshot of PR

JAN/11
CP g/ym**Z/s
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2
1
1
1
1
1
1
1
1
1

AFES(Kuo) T1279L96 5y JAN/07 12Z hour
Snapshot of Precipitation PRCP(g/m#*x2/s)

ShwrbeaN®L

pecific Humidity at 850hPa (about 1500 m a.s.l.

AFES, T1279L96(3840x1920x96), Snapshot
Specific Humidity (g/kg) at 850hPa(~1.5km altitude)
5y JANO2 127

3
2.6
2
1.6
1.4
1.2
1
0.8
0.8
0.4
0.2
0.1
o

120 180 1200 60w 0
Horizontal resolution is 10.4 km at the equator. Using 1280cpus(160nodes) on the Earth Simulator,
The number of ver L stained performanc 7.2TFLOPS(70% of peak) and

A cumulus purameterization is Kuo s 3 elapsed time is 5,054 seconds per 1 model day.

15/Mar/2002 Earth Simulator Center

94
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AFES with Kuo scheme, T1278L96
Snapshot of Przc'l'.ﬁiiuﬁ.on Z(mm/hlm'r
5y JAN/03 12:

Specific humidity

th Kuo scheme T1279L96
scific Humidity Q(g/kg) at 850hPa
5y JANO3 12 hour

Precipitation

Seasonal Variation of Sea Surface Temperature

m resolution 1or oceans (previousty m

M3 Test Run
Sea Surface Temperature : Time counter =

120W C.
7ON, Resolution ; 0.1 degree izontal, 53 loyers for verticel
1400cpus(175nodes) used seconds per | model week

SETGavi

926
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Distributed and Parallel Systems

O S
N )
@ o & &

- o gy & £ &
Distributed Qo& do O S8 éz? \Q\ s§Ql\/|asswely
systems @ F &8 S & o5 £ I parallel
hetero- PSS PN I

etero S § I8 S & &8 & o systems
geneous o & 9% @ I & R homo-

b geneous

& Gather (unused) resources ¢ Bounded set of resources
¢ Steal cycles ¢ Apps grow to consume all cycles
¢ System SW manages resources ¢ Application manages resources
¢ System SW adds value ¢ System SW gets in the way
¢ 10% - 20% overhead is OK ¢ 5% overhead is maximum
¢ Resources drive applications ¢ Apps drive purchase of equipment
¢ Time fo completion is not critical ¢ Real-time constraints
¢ Time-shared ¢ Space-shared
¢ SETI@home ¢ ASCI White LLNL
> ~ 400,000 machines > 8000 processors 97
> Averaging 27 Tflop/s > Averaging 7.2 Tflop/s
Performance

1976: The
Supercomputing
“Idland”

Today:
A Continuum

NUMBER OF MACHINES

PERFORMANCE
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The Future of HPC

Great excitement in the area of High
Performance Computing

The expense of being different is being
replaced by the economics of being the same

HPC needs to lose its "special purpose" tag

Still has to bring about the promise of scalable
general purpose computing ...

... but it is dangerous to ignore this technology

Final success when MPP technology is embedded
in desktop computing

Yesterday's HPC is today's mainframe is
tomorrow's workstation

929

Highly Parallel Supercomputing: Where
Are We?

Performance:

> Sustained performance has dramatically increased during the last
year.

> On most applications, sustained performance per dollar now
exceeds that of conventional supercomputers. But...

> Conventional systems are still faster on some applications.
Languages and compilers:

> Standardized, portable, high-level languages such as HPF, PVM
and MPI are available. But ...

> Initial HPF releases are not very efficient.

> Message passing programming is tedious and hard
to debug.

> Programming difficulty remains a major obstacle to
usage by mainstream scientist.

100
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Highly Parallel Supercomputing: Where
Are We?

Operating systems:
> Robustness and reliability are improving.

> New system management tools improve system
utilization. But...

> Reliability still not as good as conventional
systems.
I/0 subsystems:

> New RAID disks, HiPPI interfaces, etc. provide
substantially improved I/O performance. But...

> I/0 remains a bottleneck on some systems.

101

The Importance of Standards - Software

Writing programs for MPP is hard ...

But ... one-off efforts if written in a standard language
Past lack of parallel programming standards ...

> ... has restricted uptake of technology (to “enthusiasts")

> ... reduced portability (over a range of current
architectures and between future generations)

Now standards exist: (MPI, OpenMP, PVM, & HPF), which ...
> ... allows users & manufacturers to protect software investment

> ... encourage growth of a "third party" parallel software industry
& parallel versions of widely used codes

102
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The Importance of Standards -
Hardware

Processors
> commodity RISC processors
Interconnects

> high bandwidth, low latency communications protocol

> no de-facto standard yet (ATM, Fibre Channel, HPPI,
FDDI)

6rowing demand for total solution:
> robust hardware + usable software

HPC systems containing all the programming tools
/ environments / languages / libraries / applications
packages found on desktops

103

Achieving TeraFlops

In 1991 we had, 1 Gflop/s
Today, 1000 fold increase

» Architecture
» exploiting parallelism

> Processor, communication, memory
» Moore's Law

> Algorithm improvements
» block-partitioned algorithms

104
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Future: Petaflops ( 10™fl pt ops/s)

Today = /10" flops for our workstations

A Pflop for 1 second 22 a typical workstation
computing for 1 year.
From an algorithmic standpoint

> concurrency > dynamic redistribution of
> data locality workload
> latency & sync > new language and
> floating point accuracy constructs
> role of numerical
libraries

> algorithm adaptation to
hardware failure

105

A Petaflops Computer System

1 Pflop/s sustained computing

Between 10,000 and 1,000,000 processors
Between 10 TB and 1PB main memory
Commensurate I/0 bandwidth, mass store, etc.
If built today, cost $40 B and consume 1
TWatt.

May be feasible and “affordable” by the year
2010
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