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High Performance Computing and 
Trends:

Connecting Computational Requirements 
with Computing Resources
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High Performance Computers
♦ a����\HDUV�DJR

¾ �[����)ORDWLQJ�3RLQW�2SV�VHF��0IORS�V��
¾ 6FDODU�EDVHG

♦ a����\HDUV�DJR
¾ �[��� )ORDWLQJ�3RLQW�2SV�VHF��*IORS�V��

¾ 9HFWRU�	�6KDUHG�PHPRU\�FRPSXWLQJ��EDQGZLGWK�DZDUH
¾ %ORFN�SDUWLWLRQHG��ODWHQF\�WROHUDQW

♦ a�7RGD\
¾ �[�����)ORDWLQJ�3RLQW�2SV�VHF��7IORS�V��

¾ +LJKO\�SDUDOOHO��GLVWULEXWHG�SURFHVVLQJ��PHVVDJH�SDVVLQJ��QHWZRUN�EDVHG
¾ GDWD�GHFRPSRVLWLRQ��FRPPXQLFDWLRQ�FRPSXWDWLRQ

♦ a����\HDUV�DZD\
¾ �[�����)ORDWLQJ�3RLQW�2SV�VHF��3IORS�V��

¾ 0DQ\�PRUH�OHYHOV�0+��FRPELQDWLRQ�JULGV	+3&
¾ 0RUH�DGDSWLYH��/7�DQG�EDQGZLGWK�DZDUH��IDXOW�WROHUDQW�����������

H[WHQGHG�SUHFLVLRQ��DWWHQWLRQ�WR�603�QRGHV
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“Moore’s Wall”                                   
– Horst Simon, NERSC

♦ 0RRUH·V�/DZ�SUHGLFWV������������������������������������������
H[SRQHQWLDO�JURZWK
¾ 3HUIRUPDQFH�GRXEOLQJ�HYHU\�����������������������������
���PRQWKV

¾ 8VXDOO\�SORWWHG�RQ�VHPL�ORJ������������������������������������
VFDOH�DSSHDUV�DV�VWUDLJKW�OLQH

♦ +XPDQ�H[SHULHQFH�KDV�D�KDUG�WLPH�GHDO�ZLWK�ORJ�
VFDOH
¾:H�DUH�VLWWLQJ�DW�WKH�EHQG�RI�DQ�H[SRQHQWLDO�FXUYH

♦ )URP�RXU�SHUVSHFWLYH�0RRUH·V�/DZ�DSSHDUV����������������
DV�D�´ZDOOµ
¾ ,Q�D�IHZ�\HDUV�WHFKQRORJ\�ZLOO�DJDLQ�EH�FRPSOHWHO\�
GLIIHUHQW

¾ +DUG�WR�SUHGLFW�ZKDW�WKH�IXWXUH�ZLOO�EH�
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“Moore’s Law”
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TOP500
- Listing of the 500 most powerful

Computers in the World
- Yardstick: Rmax from LINPACK MPP

Ax=b, dense problem

- Updated twice a year
SC‘xy in the States in November
Meeting in Mannheim, Germany in June

- All data available from www.top500.org
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Rank Company Machine Procs Gflop/s Place Country Year
1 IBM ASCI White  8192 4938e Livermore National Laboratory Livermore 2000

2 Intel ASCI Red 9632 2380
Sandia National Labs 

Albuquerque
USA 1999

3 IBM
ASCI Blue-Pacific 
SST, IBM SP 604e

5808 2144
Lawrence Livermore National 

Laboratory Livermore
USA 1999

4 SGI
ASCI Blue 
Mountain

6144 1608
Los Alamos National Laboratory 

Los Alamos
USA 1998

5 IBM
SP Power3       

375 MHz
1336 1417

Naval Oceanographic Office 
(NAVOCEANO) 

USA 2000

6 IBM SP Power3       
375 MHz

1104 1179 National Center for 
Environmental Protection

USA 2000

7 Hitachi SR8000-F1/112 112 1035
Leibniz Rechenzentrum 

Muenchen
Germany 2000

8 IBM
SP Power3       

375 MHz, 8 way
1152 929

UCSD/San Diego 
Supercomputer Center

USA 2000

9 Hitachi SR8000-F1/100 100 917
High Energy Accelerator 

Research Organization /KEK 
Tsukuba

Japan 2000

10 Cray Inc. T3E1200 1084 892 Government USA 1998

Top 10 Machines (Nov 2000)

Performance Development
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Performance Development

0.1

1

10

100

1000

10000

100000

1000000

Ju
n-9

3

Nov-
94

Ju
n-9

6

Nov-
97

Ju
n-9

9

Nov-
00

Ju
n-0

2

Nov-
03

Ju
n-0

5

Nov-
06

Ju
n-0

8

Nov-
09

P
e

rf
o

rm
a

n
ce

 [
G

F
lo

p
/s

]

N=1

N=500

Sum

1 TFlop/s

1 PFlop/s

ASCI

Earth Simulator

*SYW^���9������FSI���5�����

0\�/DSWRS

��

Petaflop Computers Within the 
Next Decade
♦ )LYH�EDVLV�GHVLJQ�SRLQWV�
¾&RQYHQWLRQDO�WHFKQRORJLHV

¾����*+]�SURFHVVRU�������QRGHV��HDFK�Z����SURFHVVRUV

¾3URFHVVLQJ�LQ�PHPRU\��3,0��GHVLJQV
¾5HGXFH�PHPRU\�DFFHVV�ERWWOHQHFN

¾6XSHUFRQGXFWLQJ SURFHVVRU�WHFKQRORJLHV
¾'LJLWDO�VXSHUFRQGXFWRU�WHFKQRORJ\��5DSLG�6LQJOH�)OX[�
4XDQWXP��56)4��ORJLF�	�K\EULG�WHFKQRORJ\�PXOWL�
WKUHDGHG��+707�

¾6SHFLDO�SXUSRVH�KDUGZDUH�GHVLJQV
¾6SHFLILF�DSSOLFDWLRQV�H�J��*5$3(�3URMHFW�LQ�-DSDQ�IRU�
JUDYLWDWLRQDO�IRUFH�FRPSXWDWLRQV

¾6FKHPHV�XWLOL]LQJ�WKH�DJJUHJDWH�FRPSXWLQJ�SRZHU�
RI�SURFHVVRUV�GLVWULEXWHG�RQ�WKH�ZHE
¾6(7,#KRPH
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Top 500 Architectures

Single 
Processor

SMP

MPP

SIMD Constellation Cluster - NOW
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Chip Technology 
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High-Performance Computing Directions: 
Beowulf-class PC Clusters

♦ &276�3&�1RGHV
¾ 3HQWLXP��$OSKD��
3RZHU3&��603

♦ &276�/$1�6$1�
,QWHUFRQQHFW
¾ (WKHUQHW��0\ULQHW��
*LJDQHW��$70

♦ 2SHQ�6RXUFH�8QL[
¾ /LQX[��%6'

♦ 0HVVDJH�3DVVLQJ�
&RPSXWLQJ
¾ 03,��390
¾ +3)

♦ %HVW�SULFH�
SHUIRUPDQFH

♦ /RZ�HQWU\�OHYHO�FRVW
♦ -XVW�LQ�SODFH�
FRQILJXUDWLRQ

♦ 9HQGRU�LQYXOQHUDEOH
♦ 6FDODEOH
♦ 5DSLG�WHFKQRORJ\�
WUDFNLQJ

Definition: Advantages:

Enabled by PC hardware, networks and operating system 
achieving capabilities of scientific workstations at a fraction of 
the cost and availability of industry standard message 
passing libraries. However, much more of a contact sport.

��

♦ 3HDN�SHUIRUPDQFH�

♦ ,QWHUFRQQHFWLRQ

♦ KWWS���FOXVWHUV�WRS����RUJ�

♦ %HQFKPDUN�UHVXOWV�WR�IROORZ�LQ�WKH�FRPLQJ�PRQWKV

��

Where Does the Performance Go? or
Why Should I Care About the Memory Hierarchy?
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60%/yr.
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Performance Gap:
(grows 50% / year)
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Optimizing Computation and 
Memory Use

♦ &RPSXWDWLRQDO�RSWLPL]DWLRQV
¾7KHRUHWLFDO�SHDN����ISXV�
�IORSV�F\FOH��
�0K]

¾ 3,,,�����ISX�
���IORS�F\FOH�
�����0K]��  � ����0)/23�V
¾$WKORQ�����ISX�
��IORS�F\FOH�
�����0K]����� ������0)/23�V
¾ 3RZHU������ISX�
���IORSV�F\FOH�
�����0K]�� ������0)/23�V

♦ 2SHUDWLRQV�OLNH�
¾ D  �[7\��� ��RSHUDQGV�����%\WHV��QHHGHG�IRU���IORSV������
DW�����0IORS�V�ZLOO�UHTXLUHV������0:�V�EDQGZLGWK

¾ \� �D [���\�� ��RSHUDQGV�����%\WHV��QHHGHG�IRU���IORSV��
DW�����0IORS�V�ZLOO�UHTXLUHV������0:�V�EDQGZLGWK

♦ 0HPRU\�RSWLPL]DWLRQ
¾7KHRUHWLFDO�SHDN���EXV�ZLGWK��
��EXV�VSHHG�

¾ 3,,,������ELWV�
�����0K]�� �����0%�V��  ������0:�V
¾$WKORQ������ELWV�
�����0K]�� ������0%�V���� �����0:�V
¾ 3RZHU��������ELWV�
�����0K]�� ������0%�V�� �����0:�V

Memory Hierarchy
♦ %\�WDNLQJ�DGYDQWDJH�RI�WKH�SULQFLSOH�RI�ORFDOLW\�

¾ 3UHVHQW�WKH�XVHU�ZLWK�DV�PXFK�PHPRU\�DV�LV�DYDLODEOH�LQ�
WKH�FKHDSHVW�WHFKQRORJ\�

¾ 3URYLGH�DFFHVV�DW�WKH�VSHHG�RIIHUHG�E\�WKH�IDVWHVW�
WHFKQRORJ\�
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Self-Adapting Numerical 
Software (SANS)

♦ 7RGD\·V�SURFHVVRUV�FDQ�DFKLHYH�KLJK�SHUIRUPDQFH��EXW�
WKLV�UHTXLUHV�H[WHQVLYH�PDFKLQH�VSHFLILF�KDQG�WXQLQJ�

♦ 2SHUDWLRQV�OLNH�WKH�%/$6�UHTXLUH�PDQ\�PDQ�KRXUV���
SODWIRUP
� 6RIWZDUH�ODJV�IDU�EHKLQG�KDUGZDUH�LQWURGXFWLRQ
� 2QO\�GRQH�LI�ILQDQFLDO�LQFHQWLYH�LV�WKHUH

♦ +DUGZDUH��FRPSLOHUV��DQG�VRIWZDUH�KDYH�D�ODUJH�
GHVLJQ�VSDFH�Z�PDQ\�SDUDPHWHUV
¾ %ORFNLQJ�VL]HV��ORRS�QHVWLQJ�SHUPXWDWLRQV��ORRS�XQUROOLQJ�
GHSWKV��VRIWZDUH�SLSHOLQLQJ�VWUDWHJLHV��UHJLVWHU�DOORFDWLRQV��
DQG�LQVWUXFWLRQ�VFKHGXOHV��

¾ &RPSOLFDWHG�LQWHUDFWLRQV�ZLWK�WKH�LQFUHDVLQJO\�VRSKLVWLFDWHG�
PLFUR�DUFKLWHFWXUHV�RI�QHZ PLFURSURFHVVRUV�

♦ 1HHG�IRU�TXLFN�G\QDPLF�GHSOR\PHQW�RI�RSWLPL]HG�URXWLQHV�
♦ $7/$6�� $XWRPDWLF�7XQHG�/LQHDU�$OJHEUD�6RIWZDUH

��

Software Generation 
Strategy

♦ &RGH�LV�LWHUDWLYHO\�
JHQHUDWHG�	�WLPHG�XQWLO�
RSWLPDO�FDVH�LV�IRXQG���
:H�WU\�
¾ 'LIIHULQJ 1%V
¾ %UHDNLQJ�IDOVH�

GHSHQGHQFLHV
¾ 0��1�DQG�.�ORRS�XQUROOLQJ

♦ 'HVLJQHG�IRU�5,6&�DUFK
¾ 6XSHU�6FDODU
¾ 1HHG�UHDVRQDEOH�&�

FRPSLOHU

♦ 7RGD\�$7/$6�LQ�XVH�E\
0DWODE� 0DWKHPDWLFD��
2FWDYH��0DSOH� 'HELDQ�
6F\OG %HRZXOI� 6X6(��«

♦ /HYHO���FDFKH�PXOWLSO\�
RSWLPL]HV�IRU�
¾ 7/%�DFFHVV
¾ /��FDFKH�UHXVH
¾ )3�XQLW�XVDJH

¾ 0HPRU\�IHWFK
¾ 5HJLVWHU�UHXVH
¾ /RRS�RYHUKHDG�

PLQLPL]DWLRQ

♦ 7DNHV�DERXW����PLQXWHV�
WR�UXQ�

♦ ´1HZµ�PRGHO�RI�KLJK�
SHUIRUPDQFH�SURJUDPPLQJ�
ZKHUH�FULWLFDO�FRGH�LV�
PDFKLQH�JHQHUDWHG�XVLQJ�
SDUDPHWHU�RSWLPL]DWLRQ�

ATLAS (DGEMM n = 500)

♦ $7/$6�LV�IDVWHU�WKDQ�DOO�RWKHU�SRUWDEOH�%/$6�
LPSOHPHQWDWLRQV�DQG�LW�LV�FRPSDUDEOH�ZLWK�
PDFKLQH�VSHFLILF�OLEUDULHV�SURYLGHG�E\�WKH�YHQGRU�
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Related Tuning Projects 
♦ 3+L3$&�

¾ 3RUWDEOH�+LJK�3HUIRUPDQFH�$16,�&�
ZZZ�LFVL�EHUNHOH\�HGX�aELOPHV�SKLSDF LQLWLDO�DXWRPDWLF�*(00�
JHQHUDWLRQ�SURMHFW

♦ ))7:�)DVWHVW�)RXULHU�7UDQVIRUP�LQ�WKH�:HVW
¾ ZZZ�IIWZ�RUJ

♦ 8+))7
¾ WXQLQJ�SDUDOOHO�))7�DOJRULWKPV

¾ URGLQ�FV�XK�HGX�aPLUNRYLF�IIW�SDUIIW�KWP

♦ 63,5$/
¾ 6LJQDO�3URFHVVLQJ�$OJRULWKPV�,PSOHPHQWDWLRQ�5HVHDUFK�IRU�

$GDSWDEOH�/LEUDULHV�PDSV�'63�DOJRULWKPV�WR�DUFKLWHFWXUHV

♦ 6SDUVLW\
¾ 6SDUVH�PDWUL[�YHFWRU�DQG�6SDUVH�PDWUL[�PDWUL[�PXOWLSOLFDWLRQ�

ZZZ�FV�EHUNHOH\�HGX�aHMLP�SXEOLFDWLRQ��WXQHV�FRGH�WR VSDUVLW\
VWUXFWXUH�RI�PDWUL[�PRUH�ODWHU�LQ�WKLV�WXWRULDO
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Intel P4 1.5 GHz 32-bit SSE2

Intel P4 1.5 GHz 64-bit SSE2

Intel P4 1.5 GHz

AMD Athlon 1GHz

Intel IA64 666MHz

ATLAS Matrix Multiply 
(64 & 32 bit floating point results)

3�����ELW�IO�SW�XVLQJ�66(�

3�����ELW�IO�SW�XVLQJ�66(�

$0'�$WKORQ
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,QWHO�,$���

��

Machine-Assisted Application 
Development and Adaptation

♦&RPPXQLFDWLRQ�OLEUDULHV
¾2SWLPL]H�IRU�WKH�VSHFLILFV�RI�RQH·V�
FRQILJXUDWLRQ�

♦$OJRULWKP�OD\RXW�DQG�LPSOHPHQWDWLRQ
¾/RRN�DW�WKH�GLIIHUHQW�ZD\V�WR�H[SUHVV�
LPSOHPHQWDWLRQ
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Work in Progress:
ATLAS-like Approach Applied to Broadcast 
(PII 8 Way Cluster with 100 Mb/s switched network)

Message Size  Optimal algorithm Buffer Size
(bytes)                                          (bytes)

8                    binomial                8
16                   binomial               16
32                   binary 32
64 binomial               64
128                 binomial              128
256                 binomial              256
512                 binomial              512
1K                 sequential             1K
2K                 binary 2K
4K                 binary 2K
8K                 binary 2K
16K               binary 4K
32K               binary 4K
64K               ring 4K

128K              ring 4K
256K              ring                       4K
512K              ring                       4K

1M                binary                   4K

Root

Sequential                                   Binary                       Binomial
Ring

��

CG Variants by Dynamic 
Selection at Run Time
♦ 9DULDQWV�FRPELQH�

LQQHU�SURGXFWV�WR�
UHGXFH�
FRPPXQLFDWLRQ�
ERWWOHQHFN�DW�WKH�
H[SHQVH�RI�PRUH�
VFDODU�RSV�

♦ 6DPH�QXPEHU�RI�
LWHUDWLRQV��QR�
DGYDQWDJH�RQ�D�
VHTXHQWLDO�SURFHVVRU

♦ :LWK�D�ODUJH�QXPEHU�
RI�SURFHVVRU�DQG�D�
KLJK�ODWHQF\�QHWZRUN�
PD\�EH�DGYDQWDJHV�

♦ ,PSURYHPHQWV�FDQ�
UDQJH�IURP�����WR�
����GHSHQGLQJ�RQ�
VL]H�
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CG Variants by Dynamic 
Selection at Run Time
♦ 9DULDQWV�FRPELQH�

LQQHU�SURGXFWV�WR�
UHGXFH�
FRPPXQLFDWLRQ�
ERWWOHQHFN�DW�WKH�
H[SHQVH�RI�PRUH�
VFDODU�RSV�

♦ 6DPH�QXPEHU�RI�
LWHUDWLRQV��QR�
DGYDQWDJH�RQ�D�
VHTXHQWLDO�SURFHVVRU

♦ :LWK�D�ODUJH�QXPEHU�
RI�SURFHVVRU�DQG�D�
KLJK�ODWHQF\�QHWZRUN�
PD\�EH�DGYDQWDJHV�

♦ ,PSURYHPHQWV�FDQ�
UDQJH�IURP�����WR�
����GHSHQGLQJ�RQ�
VL]H� ��

SETI@home
♦ 8VH�WKRXVDQGV�RI�,QWHUQHW�

FRQQHFWHG�3&V�WR�KHOS�LQ�
WKH�VHDUFK�IRU�
H[WUDWHUUHVWULDO�
LQWHOOLJHQFH�

♦ 8VHV�GDWD�FROOHFWHG�ZLWK�
WKH�$UHFLER 5DGLR�
7HOHVFRSH��LQ�3XHUWR�5LFR�

♦ :KHQ�WKHLU�FRPSXWHU�LV�LGOH�
RU�EHLQJ�ZDVWHG�WKLV�
VRIWZDUH�ZLOO�GRZQORDG�D�
����NLORE\WH�FKXQN�RI�GDWD�
IRU�DQDO\VLV��

♦ 7KH�UHVXOWV�RI�WKLV�DQDO\VLV�
DUH�VHQW�EDFN�WR�WKH�6(7,�
WHDP��FRPELQHG�ZLWK�
WKRXVDQGV�RI�RWKHU�
SDUWLFLSDQWV�

♦ /DUJHVW�GLVWULEXWHG�
FRPSXWDWLRQ�SURMHFW�LQ�
H[LVWHQFH
¾ a���������PDFKLQHV

¾ $YHUDJLQJ����7IORS�V

♦ 7RGD\�PDQ\�FRPSDQLHV�
WU\LQJ�WKLV�IRU�SURILW�

Distributed and Parallel Systems

Distributed
systems
hetero-
geneous

Massively
parallel
systems
homo-
geneous
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♦ *DWKHU��XQXVHG��UHVRXUFHV

♦ 6WHDO�F\FOHV

♦ 6\VWHP�6:�PDQDJHV�UHVRXUFHV

♦ 6\VWHP�6:�DGGV�YDOXH

♦ ����� ����RYHUKHDG�LV�2.

♦ 5HVRXUFHV�GULYH�DSSOLFDWLRQV

♦ 7LPH�WR�FRPSOHWLRQ�LV�QRW�
FULWLFDO

♦ 7LPH�VKDUHG

♦ %RXQGHG�VHW�RI�UHVRXUFHV�

♦ $SSV�JURZ�WR�FRQVXPH�DOO�F\FOHV

♦ $SSOLFDWLRQ�PDQDJHV�UHVRXUFHV

♦ 6\VWHP�6:�JHWV�LQ�WKH�ZD\

♦ ���RYHUKHDG�LV�PD[LPXP

♦ $SSV�GULYH�SXUFKDVH�RI�
HTXLSPHQW

♦ 5HDO�WLPH�FRQVWUDLQWV

♦ 6SDFH�VKDUHG
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The Grid
♦ 7R�WUHDW�&38�F\FOHV�DQG�VRIWZDUH�OLNH�FRPPRGLWLHV�

♦ 1DSVWHU����RQ�VWHURLGV�

♦ (QDEOH�WKH�FRRUGLQDWHG�XVH�RI�JHRJUDSKLFDOO\�
GLVWULEXWHG�UHVRXUFHV�² LQ�WKH�DEVHQFH�RI�FHQWUDO�
FRQWURO�DQG�H[LVWLQJ�WUXVW�UHODWLRQVKLSV��

♦ &RPSXWLQJ�SRZHU�LV�SURGXFHG�PXFK�OLNH�XWLOLWLHV�VXFK�
DV�SRZHU�DQG�ZDWHU�DUH�SURGXFHG�IRU�FRQVXPHUV�

♦ 8VHUV�ZLOO�KDYH�DFFHVV�WR�´SRZHUµ�RQ�GHPDQG�
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NetSolve                                 
Network Enabled Server

♦ 1HW6ROYH�LV�DQ�H[DPSOH�RI�D�JULG�EDVHG�
KDUGZDUH�VRIWZDUH�VHUYHU�

♦ (DV\�RI�XVH�SDUDPRXQW
♦ %DVHG�RQ�D�53&�PRGHO�EXW�ZLWK�«
¾UHVRXUFH�GLVFRYHU\��G\QDPLF�SUREOHP�VROYLQJ�
FDSDELOLWLHV��ORDG�EDODQFLQJ��IDXOW�WROHUDQFH�
DV\QFKURQLFLW\��VHFXULW\��«

♦ 2WKHU�H[DPSOHV�DUH�1(26�IURP�$UJRQQH�
DQG�1,1)�-DSDQ�

♦ 8VH�D�UHVRXUFH��QRW�WLH�WRJHWKHU�
JHRJUDSKLFDOO\�GLVWULEXWHG�UHVRXUFHV�IRU�
D�VLQJOH�DSSOLFDWLRQ� ��

NetSolve: The Big Picture

AGENT(s)

A
C

S1 S2

S3 S4

Client

A, B, C

Answer (C)

S2 !

Request

Op(C, A, B)

Matlab

Mathematica

C, Fortran 

Java, Excel

Schedule

Database

No knowledge of the grid required, RPC like.
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Basic Usage 
Scenarios

♦ *ULG�EDVHG�QXPHULFDO�
OLEUDU\�URXWLQHV
¾ 8VHU�GRHVQ·W�KDYH�WR�KDYH�
VRIWZDUH�OLEUDU\�RQ�WKHLU�
PDFKLQH��/$3$&.��6XSHU/8��
6FD/$3$&.��3(76F��$=7(&��
$53$&.

♦ 7DVN�IDUPLQJ�DSSOLFDWLRQV
¾ ´3OHDVDQWO\�SDUDOOHOµ�
H[HFXWLRQ

¾ HJ 3DUDPHWHU�VWXGLHV

♦ 5HPRWH�DSSOLFDWLRQ�
H[HFXWLRQ
¾ &RPSOHWH�DSSOLFDWLRQV�ZLWK�
XVHU�VSHFLI\LQJ�LQSXW�
SDUDPHWHUV�DQG�UHFHLYLQJ�
RXWSXW

♦ ´%OXH�&ROODUµ�*ULG�%DVHG�
&RPSXWLQJ
¾ 'RHV�QRW�UHTXLUH�GHHS�
NQRZOHGJH�RI�QHWZRUN�
SURJUDPPLQJ

¾ /HYHO�RI�H[SUHVVLYHQHVV�
ULJKW�IRU�PDQ\�XVHUV

¾ 8VHU�FDQ�VHW�WKLQJV�XS��
QR�´VXµ�UHTXLUHG

¾ ,Q�XVH�WRGD\��XS�WR�����
VHUYHUV�LQ���FRXQWULHV

��

Futures for Numerical Algorithms 
and Software

♦ 1XPHULFDO�VRIWZDUH�ZLOO�EH�DGDSWLYH��
H[SORUDWRU\��DQG�LQWHOOLJHQW

♦ 'HWHUPLQLVP�LQ�QXPHULFDO�FRPSXWLQJ�ZLOO�EH�
JRQH�
¾ $IWHU�DOO��LWV�QRW�UHDVRQDEOH�WR�DVN�IRU�H[DFWQHVV�LQ�QXPHULFDO�FRPSXWDWLRQV�

¾ $XGLWDELOLW\ RI�WKH�FRPSXWDWLRQ��UHSURGXFLELOLW\�DW�D�
FRVW

♦ ,PSRUWDQFH�RI�IORDWLQJ�SRLQW�DULWKPHWLF�ZLOO�EH�
XQGLPLQLVKHG�
¾ ����������������ELWV�DQG�EH\RQG�

♦ 5HSURGXFLELOLW\��IDXOW�WROHUDQFH��DQG DXGLWDELOLW\
♦ $GDSWLYLW\ LV�D�NH\�VR�DSSOLFDWLRQV�FDQ�IXQFWLRQ�
DSSURSULDWHO\
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Contributors to These Ideas
♦ 7RS���

¾ (ULFK 6WURKPDLHU��/%/

¾ +DQV 0HXHU��0DQQKHLP�8

♦ /LQHDU�$OJHEUD
¾ 9LFWRU�(LMNKRXW��87.

¾ 3LRWU�/XV]F]HN��87.

¾ $QWRLQH�3HWLWHW��87.

¾ &OLQW�:KDOH\��87.

♦ 1HW6ROYH
¾ 'RULDQ�$UQROG��87.

¾ 6XVDQ %ODFNIRUG��87.

¾ +HQUL�&DVDQRYD��8&6'

¾ 0LFKHOOH�0LOOHU��87.

¾ 6DWKLVK 9DGKL\DU��87.

)RU�DGGLWLRQDO�����������������
LQIRUPDWLRQ�VHH«

ZZZ�QHWOLE�RUJ�WRS����

ZZZ�QHWOLE�RUJ�DWODV�

ZZZ�QHWOLE�RUJ�QHWVROYH�

ZZZ�FV�XWN�HGX�aGRQJDUUD�

0DQ\�RSSRUWXQLWLHV�ZLWKLQ�WKH
JURXS�DW�7HQQHVVHH


