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Panelists have been asked to ... 

- Describe the HPC Challenge Framework
- Examine the architecture stresses of the benchmark
- Examine the relationships between the benchmarks and real applications performance
- Examine the political and business motivations to develop and publicize the HPCC benchmarks that look beyond Linpack and the Top500 list.
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