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ABSTRALT

Thiz is 2 sevey of some waork recendy daone at Argonne RMakonal
Laboratory in am amemps to discuver wdys 1o consruct numenical sofiwam far
high pesformence comgeners. ‘The momesicsl alpeeithme discussed are waken
feom several arcas af pusserical lnear algebra. W disouss costain srchilecrel
fagmures of advanced campuier architecmnes thar will affect the design ol algo-
rilhms, The pechnique of restrucroring algosighms is jesms of cemain modules
iz reviewsd, This Iechniges his proved very successful im chtaismng a high
tevel of mansponabiling without sevare loss af pesformance on o wide vanety
of bath veclor and parsllel compulers.

The medul chnique is demonsirably effeclive for desse linzar algebeo
probtems.  However, in the sase of sparie amnd swecmred problems it may be
diflicult ta identify general modules tar will be as effective. Mew algonithms
hawe: hean devised for certmin problems'in this caegory, 'We presem examples
in three important ancas: handed gystems, sparse OB - fadorication, and sym.
mmelric cipenvabe: problams

1. Tetrodsctinn

This &5 a survey of some wik escenly done al Arponne Natonal Laborasory in an
stered 0 diseover ways 10 comstruct numerical saftwars for high performanc: compesers. We
huee enmcermmaled on memerical Hngar algehra problems imvolving dense mamices since we fegl
e the algerithms for these problems e well undersiond in mest eases. This bas allewed s
%0 focus on ulilizatice of the new hardware vather thin on development of sew slgorithms for
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many of the sandand problems. Wovertheless, there are insiances when effisSent gse ol the
architGetan begs for new algorithms

Witkan 1 Dt fen years many who work ea the develapment of nomesical algoridhens
hivve wome 1o realize the nesd 1o gee disectly isvolved in the sofiwars developmen peocess
[ssuszs such as mhusiness, cass of use, and pormahiliny mre mow sasdind in any discossion of
numesical alporithm design and implemenurion, Mew and exolic architecrares are evalving
wich depeml oo he technology of concurrent processing, sharsd memarny, pipelizdng, and vee-
O COMPONENES W bncrease porfrmence capabilines. Within this new compuling emvironment
the panetolity issue, in panicular, can te very challenging. Ome feeks compelied 1@ stgcine
algeridvms thet are nerd 1o particular hardware fnnires in ooder b exploit these new capahils.
tigh; wet, the sheer numiser of diffencnl machines sppeing makes this apprcach intraciable. I
15 wery sseEling to assame that an anaveedable Byprodust of pamability will be an unaccepable
dugradalion in perdformance oa any speoific machine architecrane, Nevenheless, we contend that
i is prasible to achieve a reasanable Fraczion of the performance of a wide varlery of Siffeen
architeciures through the use af serign pm;;mmrruim CONSIMCE,

Complere ponebilicy @5 an impeasible poal o this podnt = eime, bl 8 i possible o
acreeve & level of Iramecporabiliny I]1.I'{|IJE|'| the alaticn of maching dependem code within cer-
s modules. Such 2o approach is essential in oor view, 50 even begin e pddress (he ganalil-
ity problem.

The current genesrmics of wéaar compuiers explois several pdvasesd cansepis o endance
thair performance over ctvcnliceal comparers:

Fasr eyole s,

Vecior insiruczions i fedoce the numbes of instnacmons inerpresad,
Pipalining o wilize & functiong] unit I'|IJII:r anedl v deliver pne resall per evele,
Chaining e averlap Tunctional uniz execution, and

Creerlepping oo exsvuls more than one independent vacior Beracran eangarently,

The key pa miilizing a high perforenance compuled effcatively is o avoid unnecessery memory
icferenees,  In most compulers, dieta Mews from me maory inwe and out of regisiers; and fram
megisters dni ond aul of funcliceal units, which perfoms e given instrctions on the data,
Pertarmence ol algonithms can be domizaied by e amisunt of momory raffic, rather than the
mamber of floating peles cgerarians involved. The movement of datz hesween messary and
feRisler: can booas costly as enidhmenic operations an the data, This provides considesabls
malivation o restneciure sxisling algesithma and 10 deviss now alporithme chat minimize dais
mavemenL ;




Many of the algerithms in linear algetra can be expressed inotemms of a SAXMY opera-
lion: ¥ o= pree , 12, adding a multiple @ of a vector x o another voctor ». This would mesult i
thrze veclor memory relGrences e chch g vedlor BOating poisl operations, IF this operancs
aunprises the body of k6 inner loop which updoes the same vecior ¥ masy cimes then a con-
siderable amount of unnecessary dita mavement will eecur, Uisally, 8 SAKPY oosurring is
i inner boop will indicass that the alponichm may be recast in cerms of some marrix vecior
operation, sech as y ¢ welmr whech i jusl & gequencs of SAXFYE involving the eolamng af
the marrix & and the comesponding companenes of the vecior . The advanage of this is the ¥
veddar aml 1he Jesgth of the cilamns oF M oang & Bagd size theoughcut,. This makes o reldively
ey 10 Esgmatically reeagnize that anly the sxlesans of M eeed be moved inio reglseers whils
accurmalaing the result ¥ im a wecoor regiseer, avoading 1wn of the three memory references in
the inner most Bap, Tha alse sllows chgning @ oteur on weclr mackhines, and resadls in a
facror of three increase in performance om the CRAY L The cost of che alporithm in these
faned =8 ndd Sepcrmisd By Baating poanl aperations, hul Ty messdry gferendss,

& Strecdure of the Almorithms

In this section we discuss the way algorithes may be resmacred o take advamage of
the modielzs iniroduced abave. Typecal recasting that focurs within LIMPACKE aad EISPACEK
bype Al i i o i kere. W bopin wath definivons amd & description of the elfoeni
implemenmoion of the modales themselees,

2.1 The Modulcs,

Cinly three medales ane required for the recasting of LINPACK in o way thar achieves
the fupel-vear perfarmance repamed shose, They ane

= Mw [mueiieis W weedar),
T {ruck aee madificatio),
and
3= T2 [ P I 1 ETRT E e T L

Efficient ooding of these three routnes is all that is nesded 1o iramepon the entire packape froe
cie michise 1 aneter whils remlssng olose (o oD performance.

We shall dagcribe some of the consideranons tha ane important when coling the enalrix
weetor prasbect mgduls, The oiber modules fequire similer eechniques. Por @ vecior madhing
such as the CRAY-] the voctor limes malriz operagion should he afed in the form

211 M = W e j= 02, m .

In {2010 the ® is i fiest enlry implies this & a oolumn operation and the irtent hom is ikl &
wechor regisier is reservnsd for the resull while the calumes of & are soccessively moad i vee-
1er regisiers, mulciplisd by the comesponding comporenl of x amd 1ken s3ded oo the rasuls

ki
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ropister in place. In terms of ratios of dala movemanl 10 Nealing poink opcratiions Ihis arrangs-
mesl i5 @l Tavaralle, I iseddves ane vedtar mave Tor Dag vedar-Noanng paind Operatans.,
Comparing this o the three vecwor moses 1o ged the same rew Soating point opemations when a
seiquenis af SANPY aperations iee used dhows the sdvantage of wing the malria v opers.
tinn,

This arrangement s perhaps inzpproprisee for a paralle] machine because one would have
t aynchiorize the sccess 1 y by each ol the prodessss, and this would cause By wisting o
occur. Uine might do bemer o pamidon the secoor v and the rows of the matrix M imo blocks

w| ]
¥ a0 (M
e -l e
Taf [ l”t]

and selfsekedule individual veeler aqeraions en esch of the Blacks is pamllel:
mEw+MaE for im LK,

That iz, (e subproblem indescd by 7 i picked up by 4 peocessod as 8 hetnmes aveilable and
the cnlire matria vector peeduct is reposted done when all of thess subproblems have betn
compleied.

If the paraflel machine has wewmor capabilities on each of the processons this parittioning
inmodeces shon vecwors and defeais the poszndal of the weotor capabilizies for small o medium
Fa My, A betior way 10 parition in this e is

Ty
Foa—F o4 (M M, - ..'-:I'tl-:

Xy

Again, subprahl e pued by bredividual peocessces. However, in this scheme, we must
gilker synchronize B conlributicn of adSing dn cach erm M ar wrile ach of thess Imo e
porary locations and bald them wnil 211 are comples before adding them v get the Gnal resalt.
Thiz schame does prove do be elfective lor inGredsing the performands: o ke Baclonizancs sub-
routires oo the senaller {order less than 100} marices. One can casily seo ghig o ke dita
atossa schemse Tor L decampasitian shawn s Figure 2.1 is studied.  We see that during the
fnal stapes of the factorizason veelir lenpihs beenme shon regardless of meny size. For te
smaller mairices, subgrublems with vector lengis (hal are Telow & ctnain perfomaancs Jevel
represers a larger percencage of the calculaton. This profdem iz magnificd when the w-wise
partitioning is wsed. '

—
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1.2 Bueasting LINFACK subrostines

We now pem 1 osome examples of Bow o use e modules f0 Gltasn sarkous standard
memnis fectorizatons, We begin with the LU decampasitzan of o general ponsingular malrix,
Restructuring the algerithan in serms of the bagse medules described above i 5ol 0 alvious in
the ase of L4 decomposition. The sppecach described bere @5 insgrinad By the work af Foog
and Jordan [11]. They praduced an assembly langeage cods for LU decompaosizion for the
CRAY-1. This code differed significanlly in siecnige from those commenly in use badauss o
didd mot modify the entin k-lh redoted submamix & each stop but anly the kah columa of thai
malriz. This siep was essantially matsis-vecier moliplication operation

Diwongeera aned Eiseratat [4] showad how to restneciurs the Feng and locdan implementa-
lion explicilly in tarms of mairiz-veclor speraiods mnd were able w0 adhiows sealy the same
performance fram & FORTEAM code as Fong and Jonfan hed done with their assembly
language implementazion. The patiers of dara references for foctoring & squis malfia A tma
FA = L (with P o pormulatios mmis, L ounit lewer idangula, § upger mangular) is shown

balow in Figen: 1.1,
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Figure 2.1.0. LM Dara Kelerences

At the Geth step of s algerithm, o maris formed from columea | through &1 and raws &
thraugh a is mulziplied by a vecior constnicted fram the d-th cal Lrws | thraugh k-1, with
the resplis added e the kth column, rows & ecugh oo The secomd pas af the kah siep
nolves & vecior-malria presdect, whers the vector @ éonstrucied from the k-th o, columeas 1
throvagh #-1, and o mamis comstmsted from fows | through k-1 and columns b+ through =,
with the resulis sdded 10 the &th row, colusin &1 Ikmaugh s

One can esastaiel e factorizasan by analyzing the way in which the viricus pieces of
\he Gclorizaion ineracn Let us sorsider deccanpositon of the marriz A o ics LU faciorica-
I with te marix paritonal in the following way:
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= U wmy oy
o wy Wy
L Ly iy Ly

Multiplying L amd & egriher and equate ferms with A we have

Ay =gl @ = Ly, Ay = Ly
aiz = Gl 2y = fjage + g afy = dfyth, = ol
Ay =Lalty  apslgmg gy Aps Ly By + dgquly + By,

W cdn now consinusd the vanows Tastesizasions for L desomposician by delermining
how 1 Toem the unknown parts of L end [ given vansous pars of A, Loand 5 Wa give the
basic algorizmic step for thres varianis in che fallawing eramples:

Gy Given the eriaegular matrices Ly and L, te construe veciors If) ond wp and spalar sy we
mast perfoem, uy = L7, 1§ = U5, i = &g — s

Senca these operations deal with wisnpslar marrix Ly, and £, they can be expressed in rerms of
salving riangular systema of equations.

4 Given the reciangular mestsees Ly and &, a5 the veciars I and wiz, we can Baren wee-
s Ly and I‘ir:l aml  soalar wyy by foaming  upy = &y - 0, gy = Ay — (s, e
Y = gy = Ly g¥ag:.

Sinve fwse apersiions deal with reciangular malrices and veciors thiy can be expressed in
terms of sisple mairis-vesier operacians.

(uid Lriven e riangular maris L, the rectangelar matrix Ly, and the vestoe 7, wa can con-
SUel wveclors &y Bl i oand sealan op) by forming spow bl we =g -
Ty = 3y = Lygag ey,

3
LTS

These cperarsans deal with a wriangular salve and o main vector mulriply,

The sume ideas far wse of high-level modules n be applizd 16 eiher algerithms, includ-
ing mitix mhiply, Chalesky decompasiton, and 98 foiorzanice
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Fie the Chalesky decomposition he mecns deall with is symmerric and positive definite,
T laciorizatios is of S foe

A= LLT

where A = AT and is pasiove definive, 1 we sssame the algorithm proceeds s in LU decompa-
sitien, tut reference pely (he liwer tiangular part of the mamia, we have an algosithm Bassd
an malnig-vester apararions which secamplisres the desired Ractorzatisn,

The fleal mathod wo shall diseuss s the (38 factorization using Houssholder ransfonema-
liens. Given a real s matnix A, e routine must prasluss an mees erihogonal massa @ and an

aecfl].

Heuseholder's methed cansist of comamucting & sequence of munsformatons of the foom

e upper mangular matris & such hkal

[L.2.0} { - amw’ where el = 2

The weclor w & consirusted ba rassform the first column of 2 given marrix o a mulsple of
the first eocmdinge veeler &, AL the k-th sage of (he algnrithem one has

[
oL - 'l";' o ] :

and vy i cansirucied such that

Fa
a

T
(123 [.' = Q] ],1,_. = ‘t

The fectonizazion is them updatel 1 1he form

i I
ﬁ'--t-[,:l'd:

¥ I a T
I:-!t"g. ; u.u."]']ql.-l

Higwever, this produce is nor explicithy formed, since it is available in preduct form if we sin-
ply rodcml 1Fe veClers » N place of the calumes ey have ko useil 1 annihilave. This i the
basic alparithm ssed in LIMPACK [8] far compuing the (8 feciorizatsan of a marix. This
gponthm may be cixled in lems of pwo of the eeadulzs, To see this, just eooe hal the opesa-
tices of applying & mansfarsation shown on the Jeft band side of (.33} abave may be braken
imi Ly BIEpss

with

(2.2.3) =wld {Mackw X mEiT)
aml

A=A - [Fank ane meadificating.
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2.3 Restrucluring EISPACK mbroufines

A owe bave s2en, &1 af e main routines of LINPACE can be saprossed in terms of 1the
three medides deserdbed in Section 2.1, The seme fype of resfructuring may be sl ta alilain
efficient performasce from EISFACK subroutines. A detsiled deseription of this may be foand
im (1] In the following discowion we just oulline some of the basic idems el tere. Many
af the algonithms implemenied in EISFACK have the fallowisg G

Algaitam (23,1}
Fari= ...

Jenerate maonix T,

Perform iasslsrmation Ay = TATT
TH

Betguse we are applying similarily Lra:-ul'urrnr.hu, the sipenwalucs af A, aw those of A,
Since the applisation of thess similariy mansforaaiions represaces the bulk of e work, it is
Empartant o bave efficient methads for this cperadon. The eais difference bevsean this st
von and drar escounignod with lieess equations @ that thess mansformackng ane apgdied fram
botdy siden. The transformation matices 7, sod in (23,10 are of different fypes depending
upon the pamiozar algeritm,

The simples: are the smahiliced elemeniary wansformmion sarics: which have the farm
Tm LF, where P is a permulation menis, requeired @ saistin numerical sabdice [12,39,32)
and L hag b form

=

T inverse of L has the same siressore s Loand may Be wrillen in ierms of a rank one
modifteation af the sdestity in the following way:

[
=10 It i |

dw

i I:'IJ‘:'

with efw = 0. IF we put

rar’

1hin

s
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] [.iﬁ*] I o
A=ttt D] |0 1=t

A L
O] D] — ] — ] [

wire o] = e[, df = &[0, b= e |, fa e, b= afe and ¢ is the first co-ondinaee vecior {of
appropriaie sizel. The sppropriaie module o ose therefore, @5 the raek ane modaficetion.
Horwever, mirs can be does with the rank two comection that t2kes place in the medification
of the matrix O above.

In most of the alponthms the tansformagon matrces T, ars Houszheddar mamrnices of he
form {121} shawn gbove. This mesulis in a rank teo comeation thal mapht alss bs capmsaed
a5 sequence of two rank on comeciions.  Thus, it would e sraphiforsand o arangs the
similarity mansformation & two successive applicatioas of the sceme (223 dnazsad abave
Hovwever, mose can b dione wilh g rank two comeclion &= we now show.

Pirst suppose dual we wish 8 foee (f—oan’ Wi=Sau’), where for 2 similanty ransforma-
tian iz = foand w=w We may replace the 1wo rack one updames by o single rank mwo updass
using the following algorithen,

Algorithm 242

I v = wiA

. xm Au

R

4. Beplace & Ty A-flau’ =y’

Ag o seoond example that ds spplicable fo the lingar equalion seiting, =eppose that we wish o
farm {f—meraTii-fauTl4, then as with Algoritim 202 we might procesd 2s folloas

Algonichm 285

1. w7 = wd

2 =

L

4, Heplaee A by A-Par’—ige’
In boch cases we can s2e that Seps 1 and 2 cen be acheeved by calls o the maris vecar and
werior matrix mudules. Swep 3 is a simple vector operaton and Swep 4 is pow 3 rank-ren
eormeclion, amd ome gels Tour vistor semory relemnces Tor cach foer wicgar Noating peant
aperations {rather than the three vecror menory references for every cen vemor loating point
opraticns, a5 in Step 2 of (2.2.31 1. The increased saving 15 nol 25 much as is redliesd with the
initial substinggion of SXMPY for (ke inner prcaducis i Sep 1 oaf Algerithen O, bat 01 mone
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than pays Far the sddiional In aperaticss incurred at Siep 3 and eseeplifies a rechnique tha
might pay off t= eeriain siualions

These 1echniues have been used quite suecessfully 1o increase the perfermance of
EISFACE on various vecter and parallel machines, The maubts of thess medificaions is
repormed im full detail in [L0]. As & pical example of the performances increase possible with
s bechniques we offer the Falluwing fable

Comgarison of EISPACK o
Moaltrix Veolor version

ardar
Routine S0 100 Machies
ELMHES 1.5 X1 CRAY ]
CORTHES rik] 23 CRAY
ELMBAK ] 24 CRAY D
CORTEAK 1k 13 CRAY I
TRELL L5 1.5 CRAY X-MP-1
TROAKI 42 37 CHAY X-MP-]
TREDZ L& 14 CRAY X-MPM
BV nodvecars 1.7 0 Hhechi 5810030
EVI will'veitors L6 17 Hilechi 5-310020
REDLIC 1.8 T Tujesu VB-200
KERAK 4.4 55 Fujitsu VPN

tAll versicrs in Footzan)
(Gpesdup of matsia vedor versions over the EISFACHE roatines.)

3 Sparsity and Straciured Prablems

Modules work well for full denss mariz prablems, but different technigees may he

needed for sparse or special sinictores,  These Iochaiques are likely 1o be specilic 16 paralled

machizes asd used in slgorithms which cypically canecs be Based on the regalar data stuchines

aml aperations in the modules desezibed above. W give thiee exsmples of such slporithms
Fere. These slgarthms all have pamions thee sapht Bake advaniags of cenain vecier constaues,
bt the primary gain in all of ke i tbrough the explicic use of paraltel campaticn. Tn each

ama
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example there are requirements for synchrosdzaiion, and im some <ases addilicmal computaiion
miy he pessent thar wauld nol be nesded for g serial algosthm, Nevenheless, sl af ihess
have proved e kg effcciive in torms of speod wp over dhe correspanding senal algorithen, COine
af the algonthms Fas even pravided the stanlieg resull of being fister than e conmespeading
serial code ewen when it is ron on a serizl machine.

3.1 Banded Sysiems

An important stroctured problem chat arises in many applications such & numencal solu-
tion of cemain PDE problems is the selution of handed sysiems of linear equaions. We cons
sider algorithms. B galving narrow-banded diagonally dominant Hncar sysiems which an suit-
able for multiprocessors.  Let the linear svsiem under considerason ke denoved by

(1.0} A -

where A iz 3 banded diagosally dominant marrix of order n. We 2ssume that the  member of
supendiigeqals m o« & 8 equid o the nomber o subdagenals, Onoa sequealiad machige such &
system wauld be salved wia Gaussian climization without piveting at 2 oot of Oiafa) anich-
melic operalions. We deseribe hene koo algorithen for solving this syslem on a mulliprocesser af
p processing units. Each urit may be a sequenial machine, a vecior machine, or &n aray of
processors.  Inodhls paper, however, we oonsider anly p sequential processing wnis.

Let the system {3.1.1) be parmitoned inio the block-tridiagonal form shoom below

E-. & a| (4]
¢ A 0y -’l':l I
(312 e |-
Lot Apn By fra i
IT', A, ]l 1, i

whare A, 1 i 51, 05 a bandad matrix of order ¢ = [a'2] and bandwidih 2= = 1 (same as A},

10 3a) i o ¢ i
=1 |, (L
! !_Bu a -
and
-
L) Cip = a ol

in which &, and -f‘,.., are lower and wpper riangalar mances, respectvely, cach of arder =, The
algerithm corsisis of lour slapes.



frage |
Citapin ther LU facronizedan
11.4] A= LG l5ign

using (aussian elimanatios wilhoul piesting, ope proocssos per lactorization, Here L is omt
lower iriangular and L) is 3 nonsisgelar upper minnguler mamis, Mo tar esch A, 35 8350 dleg-
anally desningnt,

The cost al this stage is Nesp) arithmelic aperations, oo INIEErOCesscr Commmction
is mequirad.

Swage 1
IF we premuliply Beth sides of (3,1,2) Ty
dragiAs, Az - - %

wit ahlain a ayslem af ks loem

I" gy Xj 1]
Fy Iy B3 E I
o0 semellilc
Pyt 1y By -'i..-:I -
Fp Iy || 1 £s

where
E = iEL 0, Fo= 1 £,

im which & and X am mamices of m cobumng given by

wrd will in geceral be full. In other words E,, F,, and iy are obozined by solving the linear sys:
1EMms

2 o] |
LAE e =i | |

forl 0%, bere ) = 0 and 0, = 0. Bach processor 2 <& < p-1 haredles 2o+ 1 limear sysioms
of the form Lilfee = r, while processans | and poeach handles el linzar systems of the seme

L T L T

e e e
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fizrmm
The cost ot this seage is wfap) aithmes operafns, i INETpeHE a0 COmmuniEaTinng
are neoded,

Sroge 7
let £ and & be pamitbonad, in turm, a5 follows
e[ [
Fim |M| . and B (N
i I

where I, 0, 5. aned o RA™S, Al ber gy aod @ b coafnrmally panitansd:

-'*:.-a] :-‘:.-:]
o= |w | mdge ||,
[‘hl.i-l_] i
A an (lustration we show the syseem (3,1.5) for =3,
I LS e LY
ta My Ll b |
. T i iy
Gy e & Fe iy
My I, My EH = i 3
£y ia LE] M ky
F‘:I i ¥a ky
iy 1, E Yy
# [ ¥ L1

Cibserse (Fal (5 Unknown veaars x. Fu. 5. aml x (each of coder m) are disjoint from the resl
of e wnknowns, In ather words, the m equations above & the s squations el gl of
the p-1 partiioning lices form an indegendent syslem af ceder Zmip—I1, which we shall refer o
as the "reduced system” Ey=h, which is of the fom



e ety ||h -
R " &
LA | ' T; [ )] ¥ Ay
Gt T K b
&4 0 I, 7 ¥ k| e

L e e

fa 0 a Fapet Bypa

o 0 5o Flit ke

et Ta T ff B At

L A | ey |

The cost of the algerithen 16 be used for sulving (5.1.0) depends en the imscroonnesciion net-
work,  Frovesser | costains T, and &, processar §o B, connains £, (5, S Tpoaml By, o,
Agers and processar poonuain B, and By, Hence, if the reeeisars an lisesely connecied we
tam only sedve (116} sepacniially an the oost of ') sheps, whers 3 sep is the enst of an
arichmetic eperadon o the cost of ransmicting & Aealisg-poirs number from one processor
sither of s imescdiaie neighbars, We should add bere thae since A is diaganally donsnang i

can be shewn char (5.1.8) is also diagansdly dominant snd hence can Be solved vig Ciwassian
climinarsss withoor pavaling.

Sage o

Do the p's ane chained, with v in processer |, Faep B0 3y in processne § (2gise-0),
and gy dn provessar p, e rest of the companenes of te salulion vetor of {1150 may be
computed as follows, Processor &, 190, evaliages

{117} T = =M v
with grovessors 1 oand p perfaresing the additianal I:.uk:;.

o= Sy,
and

{1.1.5) ot = M,

respeciively [ W) and M, are ndgnexistent eed an: taken o be zeroin this equtinn], Tho cosr of
Ui st ds Oimediz sbeps, with o inlerprecessar communicasan.,

I can be shown that far & linear arrey of proccssors, the spetdup of this algerits aver
the clessical sequessial algerithen behawes as shuwn in the figan; helow




whezie pg amd @, nie Oivatba). Sege T dominates the eomputanan unnil g, then ihe communica-
tion costs impacl the perfcomance and Srage 3 has a greever influgne:,

1.2 R - Faclorization uf a Sparse Malrix

The version of Househalder's mothad Toe the OQR-fecionzerion of a dense main given in
Section 4.2 ix very well suited e vecior and parallel-vector arcketgcinres, Hesvever, tor parzl
16l prescessnrs wihour vactor capabiliies this miy sod be the algorihm of choice. An afiorna-
live is 1o use a parallel versica of Govens” method. Themw are many pagsera on this auhjec
especially within the study of aysiclic armays of processors| 1L04.28] Here we present a wan-
amt of (kese 1echesques ther ls sullable for parallel progessoss wigh Fr mede compuiing power
im0 single processor than ocesidered in the syssolie armay case. This method was it
prescntid in [0] &nd r called the Pipelined Givens Method, The Pipalined Sevens method is
well suited 1o the archileoture ard syeelranizasan mechanism of the Doneloor HEF campaner
Hipwever, s parallel computer with globally shared memcey aml & nelaively inexpensave syn-
chranizamon pricmtive conld laks sivanmage of this method.

The reasoes this algaithm s moere successful than Houschalder's meihed ono s such a
parallel somputer ars twalield, As demonstrated by (ke cospunstionsd results presented in 8],
memiery references play a far mane impanass rebe an dzeermining algosithn pesfarmesce on &
parallal masking seeh ss the HEF than they do on serial machines. The Givens algerithen
requires half as many amay refecnees as the Heuseholder meshod,  [noabiftios, the Fipelined
Giivens methad affes o grealer oppormanily o keep many (vinual) processors busy beease i
dies oo empley a fork-join syseluanizason mechanism and does sof have (he infern sarial
boatlenzcks prosent in e Howssholder method. Moo, e Is an eppomanity b adjuse (b
bewel o gramalarity throngh the spesificaion of a cerain parameier [diseussad below) in order
10 mask symchranization costs with compuEion

Thi serizl wariast af Givens” mathod that we consider is as follows. Given a ieal mies

matrix A, the geal of the ggoihm s e apply slemenary plang sellsons G, ther are con-
siriced bo annibdlis ke jEh clement of the mairis A, Such & memis may be choughi of a5 &

T
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L enhogoeal matrix of the form

where 3 a4t =1, IF

o T
o
FEpresents & ea nwalriz, then, with proper chabce af oand a, 3 wono can be inmoduced koo the

[ pesitice with loft mulliplicatien by . When cmbedded in the man idestity, ke manix G, i
il the Farm

Gyl 4By

where gl elemests of 0, we 2ero excepe passibly e &, &, i, and (f emriss. The morices L
are wied W feduce A w upper wianguler feom in dhe fallowing order:

[Bam [N - Gaul[Branr * Ga G -+ [r;,j]A -

The order of the cemang pattern may e s2en in e §25 crample:

X ¥ =M =
Wox ®ox o
[ R ]
G By S o= o=
G Gy Gy Oy

lE':|I:| m|E EI:I E“ '&I:-

Figare 8201, Peroing Pattern af Givens Medhod

I Figure 3.2.1 the symhbal = deectes o poacer eniry of the mamrix ond e ppental @ means
that entry i merood oul by the bh ramsformanios. This eeder is impenant 6 ane wishes
“pipeling” the row reductios proscss. Pipelining may be achieved by sapecssing & a5 # lings
arsay in packed form By rows and then dividing this linear amay into equal-lengih plpeling ssg-
ments, A pisdcss is mesponsitde for clalméng an omeduced row of the original marix end
reducing it ux xern by ecmdining il with the existing & maris using Givess tansformaions, A&
New fowe may enier the pipe immedigncly afler the mow ahead has been processed in the fira
segment.  Each row preecols one behind the other umil the eniire matriz his Been prisessnd
Hoswever, Bhese rows cannot be allowsd o get out of ander, ome they have enieod the pipe,
Eeiausn of dam dependencies. The synchmeadeation reqoired to preserve this arder if accam:
Plishad using an aray of locks, with each sy of the vy geecting access t a sopment of
e pipe. A process gains soses bo the nest segmens by locking the correspeading eniry of 1he
leck array before anlocking the enry profecting the segment it currentdy cocupizs, Gramalarig
nay b sdjusicd io hide the costof this synchennization by simply aliering the lengih of a seg-
ment.  Sagmenr Bousdariss die ot cormespond o row beusdaries in B This feanre has e



alvamape of lelincing the asoam of work hetween synchronization potms bue the disadvas-
tzgn of having ro decide on oo of fwa possable aempustions al each lacaion withim 2 s=g.
MeRL; compens a ransformaion or apply one.

The methed i more easily prasped iF oo considens the fallowing thige diggrams, 1n Fig-
urs 32,2 wi represesl the malsia A in a panially decomposed suace. The upper manghe of the
aray con@ins the curent steee of the ciangular matriz & The enirics (o oo xoo) and the
cotzics (B PG PR represent the nonxera companems of the mexr two rows of A thar must be
reduced.

E -

wo=

E
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ST U U
Figuwre 311 FPamiglly Haducsd Marix

A paturel way 16 pipeliee this reluclion prcoess is shown in Pigure 225 There we see the
row (0o oo being passed through dthe niangle £ during the meduction peoeess, wills the raw
@BRRAPAY Bowing smmedimely behind . The posicion of Ferow and the werow imerlcannd
within the pows of & is meant 6o indicabe (hat fhey ane ready b b cambized with the lirst and
secoaud rows of B respectively, The lirst emry of ihe eaow hes been zerced by computing and
applying the approprizes Givens wransformation as desiribed abaes, and we e ready @z
gut the secoml ey, Inoa serial algorithen his G-row sould be compleely redoced o zero
Lefoes Beginning e neduce the Seow, Howewer, this process may be pipelined by beginning
1 combing the Forow with the first row of & as soon & the G-moew @8 redidy 1o B cambised
with the sacond row of B Since the first row of B is mdifizd during the inreduczion of a
rera i the firsl position of e a-raw, il i3 impenan tha the processing of the S-row be sil-
anly 5:|lrgchmni:ed with the proccssiog of e eorow, I8 pescice, afier bnidal sasup, thers
waulil be a rows bn the plpe tmoughous te course of the compuiation
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Figure 323, Tipeliced Row Raducticn

Ao diznleantage suffered by the scheme we have jusg described is that the granularicy
bewumes fimer as the process advanees beesuss the lengih of the posesse entries in a row of 2
decrenses. A Beter losd balance and a nanssal wey e sljust e gravslericy may e achisved
hy eansidizing the matric # as o linsar sy dividod inio segments of aqual lengih,

s Pz Polae s Pl 0 P Pos PalPas Pas Paad
Figwee 324 R as a Sepmenied Pips

In Figure 3.2.4 we depict the noszero ehements of & a3 py and note that in chis linsar aay the
naural row boundares ooear ar entrics py. Thedangth of @ segment is 3 in this example and
we donoie pipe segment bousdarics with | [n general we spesity e number of sepmesis
desared amd then the length of a sepment 5 ;

[ :II" i !!1 ]
[ﬂunlv.r o megmears |
¥z nombir of sepmenis 15 an sdjusiable poameter in the pragram, The e and Forow an
represenial a5 in Figow 323 with che ferow emening e secomd sagment and the flaow ener-
ing the firs segment. The diffreses bopweon this scheme 2nd the gne depicted in Figuee 123
& thal the werow is not fully combized with th: first oow of B befors processing of the [brew
is begun T ke ihe s in order, a row must gain eatsy e he sext sepment belure redes-
ing ik curneot sepment. If dhe namber af segments @ egual o the nomber of nonzem ele-
ments af &, then this alporithm reduces to & variess of te more taditionsl datailow algeritem
presenced in [15,14,28] Campuistional experience repaned in [6] indicates hal penfrmance is
mi exremely sensitive o this paramerss, The dplimal length of & sepment sppeared 1o b
areund =, bl performance degraded nodceably anly wath exiremely large o extmomcly small
sepment bangrhs,

W's mow ture o4 the mgn paint of interese in this discussion, the case when e malris A
is large and sparse. The elpanthm we jucsent was devoloped by Heath and Sorensen [21] @
e pererglizdion ol the Pipelined Givens method o the sparse case, Specilically, we assume
thast the matrix
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ATA
is suitably apasse, In his case there aro will-catabdished wechniques [17] for delesnining o per
maerarion matris & wech
FTATAR = KT8
has a sparss Chalesky facior 8. This permuiation is obiained from the symbolic nosesne s
ture of the mamis 4 and B desipnad 1o redoce the number of nosesres in the facior & a much
a5 possible. 10 is of coesiderable interest fo paralizlice thiz symbelic step of the fBelenzanen

procedure, hur for this disomsion we have concescraied only on parallelizing the mamerics]
partion af the slgariihne, which comsisis of applyisg Givers mansfarmations s the malria A o

prodisce K.
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Figare 325 Spane Dara Siuczure of £

The algorichm is virually iertical 1o the serial algorithm. There we some noable exep-
liees, however, an explanmien of which mequires a9 wndersianding of the dala sonicnire for &
@ ilhtrated in Figare 5.2.5. The BWE aay conmins te off-Jiagonal nonzern emries of & in
packed fomms, It is evidens chat the FWE aray lends iisolf g the same segrreniation and that the
row reduciion process mey be pipalined in almost exealy the sme wey & the & amay in e
donse case, The mawral row boundarics are dessrmined by the amay XEMZ The éth eatry of
ihis arcay poinis o the location of the frse ponzers in the Sth row of the ull amay £ The
amays NESUE and NWTSUE wre used to detersdns he column indices of emries in AN as

15
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deseriledd im [15) The AWZ amay is divided ini equal lesgeh segments s shown in Figee
XA 7

ENZ gy pya | P i | Pas P | B P | pa |

Figare 3,26, BNE a2 a Segmented Mipe

Just as in the dere casn, @ process is responsible for caiming a row and then combarning
it with the cumrent B armay wsing Ciivens tansfrsnaions, These peocesses synchrosize as
teefarer The: fiest swowezy of the unreduced row is determined, the location of Te sep ean-
faining the correspomding row boundery is @VF i dewermined, eotry is gained w that segmen
by reading an asynchronoes visiable on the HET), and then the row redocoian s stesed, Ta
pressnve the carrnciness of the faciorizadon, ooce the pipeling has teen enteral by & proccss, i
must sy i proper ander. A peocess keeps idglf in proper order by gaining access w the nax
segeenl Mefve releasing the segment it cumently owns. In e demse cse, every prodess has
work po do in every segmes. I the spuese e, however, there may be sepments where po
wirk 18 required hecsuse the sparary pamern of e row curmenly being redeced allows @ o
#kip several rows of B . This phercerencn i best uedirsiom) when illostraved by example,
Corsider a row which hes (B inilial nonzero stuciure

as{ 0adadidr;,

and suppase this row is 0 be redeced o 20ro apainst the nonzers © sirucsone shaswn in Figue
3.2.5 wilh ANE segmented as shown in Figuie 3,28, The first nonzern of the row g s i pasi-
liew E, &0 8l i first combined with row number 2, This raw starls al posilioa 3, 25 indicassd
by the sacand emiry of XRNE, amd pesilion 3 is in sepmers number 2 in BVE The disgena
éniry poa is used wgezher with 1he firg nansera in a 1o compete the Givens ransformarian, and
thea s wassformation is applied 1o elemenr pg, gether witls 1he cairy in th S-t posilion of
o Fo fill is created in o, &0 afier ihe application there is one nonzero ar position 4. This
mezans thal e 3 eray be skipped. Bow d beging in the -1h pasitian of SN2, which is in sp-
ment 3. Erery is gained e sepment 3, and o segeant 2 is mleased and the faciorizaion
proceeds.  |s this cxamplc the next row boundery required happened 1 e in the adjacesr seg-
menl. In peneral, however, there might be several sepmests belwenn the melevant row boune
daries. In thar case, entry in cach of g inrvoning sopmems must be grined and released
o ensure that e praper anfor iz mainained berveen the vanous ows heing procsssed

Computatbonal resulls repoeted i [21] show thar this scheme achieves near perfen
spoodup on pypecal problems such s thase found in [16.30] It kas the advaniage of using
exising dack styclures that are fousd in SPARSPACK and thus does not regeine mesilicaren
of the user interface in exsting oodes thal wly on this packape. Soch routines can take advan:
Lags uf this speedup withour medilicacion.




1.3 Eigensystems of Tridingonal Matrices

The firal preblem we consider i that of determining the sipensymem of 4 real nxs gym-

metrs nmiriz A, find &1 of the elgenvaioes and comespanding sipeavecton of A, I is well
nown [30,32] dhat under these assumpeians
150 A=Q | wih @'@=1,

o that the columns of the samia f are the onhonormal cigenvedios of 4 and
It = diaglfiy, i, 5,0 15 the diagonal mairix of cigenwalucs, The standard algorithm for comget-
ing this decompaosition is ba firs wse @ linite algerithm o reduce A so mridiagonal fors wsing &
saquence of Householdar oansformations, and ken ta epply o version of the G-alporithm e
otepin all the cigenvalues aed eigenvecors of the mdiagomal malriz[12,20,HL32]. We have
arsady discussed a method for gurallelising the inddal redusiicn o midiagonal form s Seetian
4%, Faow, we shall describe a methad far parallelizing the compumion of te sigensysicm aff
the Iridiagonal MLy,

The meihedd (s hesed wpon a divide and conguer @gorithm ssgpested by Coppeni3]. A
Farefamental tood used 1 implement this algerithan is a methed thar was developed by Bunch,
Misksen, and Soresaen]2] for updadng the eigensystem of 2 symmenric marria efier modification
by a rank ane change, This renk-cee updating method was inspired by some carlice work of
Golub{1%] on modifed sigenvalos problems, The Basic idea of the new method is 10 uss
rask-one malilicasans e ear oo seleceed off-diagonal elemanis of the ridiagenal problem in
crder 1o introduce a number of independent subpeoblems of smaller size. The subproblems an:
wabved al the lowest level using the sebroudne TOL2 from EISPACK sl fes resalls of these
qenhlems are successively gloed together using e rask-one modificarion roudne SESUPT that
we hive developed based upen e ideas presenied in [2).

In the following discussion wo deseribe the pardiicning of the mudizgonal probles izoa
smaller problems by rank-cde earing, Then we descrits the pumerical algorithan for gluing the
resulss bagk egether, The coganizadon of the parallel slgarithm & lald eur, end finally some
prelimimary computational resuls are presenied,

Farananing by Ruank-One Tedeing
The erax of the algogithm is 1o divide a given problem inie teo smaller subprobloms. Ta
da this, we consider the symmatric ridiagesal mans

T r!-e.-:.’]

e [ peel T

when: |4 ksa and g reprosents the gtk unit vector of approprisic dimension. Ihe -k
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diagonal element of ¥ has been modified give 1) and the frsi dizgonal slemerr all 1 has
bess modified oo give . There are soese numerieal enncerns here cancemicg possible cascsl-
latico. A wey 1o gvercome these difficalties i disussed fislly in |5].

Mow we have tao smeller sidiggonal clgenvalos problems s salve, Accerding o pqua-
tion (1.3.2) we compute ik fwo sigensystems
To=angl, Ty=oyiagd
This pives
0 (e | Il"[c: ]“‘r' e

@ o f[e o [a. - of o
“lo {0 o Bleul g o
where g, = (e, and gy = 00 The problem = Rand now s o campule the gigensyaten of thy

imterior mecsis in equarion (13,3, A numerical method for selving this problem has bean pro-
vided in [2] and we shall discass this method in e near piEian.

Gan T [[-?lﬂlﬂl- o I "y

b should be faily cbvious how w peocesd from here 1 capluit paraielzm, Oine simply
repals the weanisg on each of the o hebves recutsively omil the griginal problem Bag been
divided ima the desired sumber of subproblems and then the rack one modification rowtine
ey be mpplied fram botions up 4o glue the resuls tegzether sgaln

The Updanng Probiem

The peneral peoblem we are required 1o solve is that of computing the eigansysiem af 3
mamx of the form

(3.3.4) OO0 = 0= peT

where & 65 2 reel mer diaganal matrix, P8 oa seslar, and @ & o8 eal wecror of ander n, B s
ssumed witoal s of gensralicy that ¢ has Tuclidian nom 1

Az shown in [ZL 60 = diogiS, Sy -« B0 with B8« - - <5, and mo component L af the
VECHIF 3 i3 2uro, then ihe updated eigenvalues §; are roots of e equatica

-.i :
I;.'i"‘i:l Aimi+ pFEE"E_'. T [0}

Golubl19] refers to this 35 the secular equation and the behmeiar of its rools is complessly
deserdted by the falloswing kraph: '
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Figwe 331 The Secoler Bgmiion

Moreaves, 45 shown in [Z] the sipemvectons (e, the cofumns of & in (2241) are given
by thaz farmila
(1.3.6) &=y
wilh % chosen Lo mabe [l = L, and with & = diagid-b.6-6. < die b Due b this sroe
wre, &5 excallont suerice] method may be dzvised to find the s of the seeale equation
and as 2 hy-preduct 1o compute he elgenvecions i full pocuracy.

Tn the felbowing discussion we assuse thm o 0an (135) A simple change of van-
aliles may slways be used o achigws this, 50 there i ne loss of pengrality, The methsl we
shell doseribe was inspired by the wark of Meee® [23] and Einsch|36,27), and elics an the
use of sienple mativsal Epprosimations i SORsIICL an ftesative method For e selution of equs-
e (125 Cliwen thar we wish e find the (-eh fi of the fumcticn §in [32) wi may wiine
this fundlics s

R VR LEs
wimwre

j rl
()= pE e
W }I'E.'_J'
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From the graph in Figure 201 il & seen chat the set & lfes in the open intarval {fid.,) ad
for & im this imczrval &1l of the terms of & are megative and all of dw erms of ¢ are posiive
W may desive an iteranive methad for sedving e equation

=4TA] = 1+ &{A]

by slarting with an inftial gosss &, in e sppropriale fmterval and hen “itracting simplk
ratonal ineerpalants of the farm

ol T
g-h " A=
whare the paramelens p, ¢, 7, 5 am defined by the ineipelation conditinns
7 —l - e
[ e | =TT Um,rtﬁ_h -:u_:'.,]

— —t oL,
PR A B e el

The: new appronimase &y b the roor & s then foond by solving

—t P i
233 e o
It iz poesible 10 constrect an inidal guess which Bas in e apen fmarval ikl A sequence of
vermes {Ag} may then be consirucied as we tavg fost descnbed with 3., being derived from 3,
a5 by was derived from Ay above, s proved ia 3] shes this sequence of ioraes converge:
uadsatically fram ang side of the root &nd does not need any feguarding,

During e courss of this iteracion, the quansities & = &, are mainizined and the ferssive
currections & by are added w these differences directly, As the ileration canvorges the lowe
s bits of dese quantities are correeted (o full secemcy, Singe dhese diferences make p
the diagonal emrics of the mamia o, appearing im (334}, this sliows enmpestation of the
updated eigenvectors 1 full scruracy and aweals cancellmion thar wesld eccur if we S e
puled dhe roots amd then formed dee Siffemnees.

Ancther imporass semerical aspect of he wpdating probiem is “deflation”. There are
bwo cases wiers such defanon eecurs, One when twa gives roots are nearly equal and the
ol whea cerain companents of the veelor @ are "small®. The effecls of mach defladan cza
be drameie, for the amoumt of computiion regesed 1o perform the upating & preaily
feduged.  We shall ece presern the demils nar the pumerical mesivasion for deflation here, We
Just eemasks chas the resall of deflavon iz ta replace the updacing prablem (3,341 with ane of
wraller size. Thiz is accomplished when approprizste by sglving similanty wrassformation
corgisting of several {vess ransformacions. [T & represents the pradust of these transfansa.
lions the result is
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where
HERS e+ par' |

withs & roaghly the size of maching presiséon. The cusmulative effect of pech emors is additive
gl P the Bral computed eigensystem G007 which satisfics

N A - (T S Al

whers 1) b order L in magninde. The raluction &n size of &y — pzef over fhe anginal rank 1
meslili can be =p lar In cerain cases, The details of defiaion asd more momesical
sepulis may be Foond in [l Ve shell indicare the potental in the lallpwing wable. [n this
ubls we repost the mosulis of this dlgonithm s & ridiagonal samta with pacudo-randonm
rsnaern anmies in dhe imeraal [-1,1]. The rable emirics shins ratins of sacculion time requiral
by TOLE (From EISPACK) to that eegeined by the parsllel algerithen on the same meching with
the same cospiler options and e same environmend, In el cases the tme reparied by TOL2
was obiained by executing it a8 & single provess, [ sheuld be cerginasized that in &1 cases the
companetions wone carvied out as chough ke midiagonal mairix had come from Householder's
reduciion of & dense symmetric matniy o oidisgoral foeme The idontily wis passed in plice of
ihe onhognnal besis that would have been prossded by this redecson, ket the anthmenic opere-
tigpng performed wee the same 28 thase that wirghd have Les sequired o transform hat basis
iem the eiganveetors of e origing syemmenic magis.

| AN TERTTA ke st HER Al P CRAT X-BP-1 CRAT M4
|
e 1 11 182 5] is
e yin
ceder = 15}
Rarla of eserwtion sl —T'Er—:-ri
parahel time

Thess sesults ars remarkatle becanse in a1l cases specdups greates than the numisr o7
privicil PIOOESSOrs wWirs ciaaizad, The gais b due o the rumenical propenies of the detation
partian of the parallel algerithen. In all cases the wid length was G4 biss and the same lgwed
of apcusasy wis schieved by both methipls, The measuresent of acooracy used was the max-
s Senorm of 1Be pesiduals Ty - Ay e of the eolumrs of 7 - I. The resulis are ypical
of the performance of thiz slgorithm on random problests with spocdufs Decomisg mirs

El



dramane s the mairiz order incresses. | problems of order 500 specdops of 15 have bees
obssrved an the CRAY-XMP-4 and speedups aver 50 have been ahserved an the Allism F
which are 4 and § processor machines respectively. The CRAY resulis can seroally be
improved because parallclizm 2t the root Ending level was nol explaied in the implemenzaticn
nn o Wb CRAY bur wes fully capluiced on tee Allien, Finally, we remark thay defation
does not occur for a1l sairices and exemples of this are given in 3],

The Parmile! Algorithun

Althaugh it & fairly soralghiforward so see how 10 ebiain a paralle] algerithm, cersin
detils are wonh discussing further. W shall hegin by describing e pariitioning phase. This
phase emounts o constructieg & hinary tren with 2ach node ICPIGSEONgG a rank-oee e and
hence & penition imo iwo sobpeoblems, A tree of level 3 therefire represents a splining ef
e griginal problem ima 8 smaller sigeovalue problesss, Thus, theme ane twa standard svm.
meiric widiagesal cipenvalue pooblems 1 be solved = esch leaf af the tree. Fach of these
probless mmay be spoosed independently withom fear of daia conflics. The wes is then
traversed &n reverse order with the eigenvalue updaiing roudne SESUFD applied at esch nads
joinisg the rosubis frons the lef sem oand mght san eleulitions., The leaves each defing
inclepmnders rank-ane updaling probiems = again there is no da ceaflicts betweon ther.
The anly data dependency ar a nods is that the left and fight son caleulations must have beea
camploied, As this coadition is sarisfied, che resulss of iwo adjacent sigenvalue subceoblems
we ready o be joined chrough e sank-one updating process and this code may spaws (he
uplating process immediakly. Informanien required a2 node e defing B greblom consists of
the index of the clement b ot wegeher with the dimensian of the el and right sen prob-
lema, For pxample, f & = 50 with a mee of level 3owe have

Figese 2 e Compazdonal Tree
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This tree deligcs & subproblems ar the lowest bevel. The beginning indices of these problems
e 17,15, 10,2632 18 24 and the dimension of each of them may be read ol fross lefi 1o nght
ar the lowest level as §66.7.6,0,0,7 respectively, A3 ssan & the calealeson for the problems
beginnicg al indices | and 7 have been cemplered 2 rank-one updaie may procesd on the prob-
litt egenning ar index | with dimension 12, The remaining vpdating problems al this kel
begin ar indices 1%,26,58. There are then two updating problems an indices | and 28 each of
dimension 25 and a fimal updating paabilem al index | af dimession 30,

Evidenily, we lose a degree of large grain pasallcliss a8 we mowe up the ez, However,
Zere is moee parallelism to be found al the st finding level and the eount of this increases
a5 o Iravel op e ree 5o there i ample appormnicy for load balencieg in this scheme, The
jeeallzlism on the roou finding bevel stoms from the fel that each ab e reon caloalanons s
irdependent amd reguings read gnly aceess i all bur one omay. That is the amay that contains
the digganal eniries of the marix &, described above. For comgretations eflicizncy we may
gecide on an advastageous numder of processss o create al the ouser  [nothe example shove
that number was B Them as we mawvel up the oo the rod-fisfing procedurs is Splic anie
Tdand lirally 8 parallel pans inesch node o level 3, 2, 1 respecrively. As thess computidions
are seughly equivalent in complexiny on a given lewel it is reasonable @ eipect 12 keep gl pre
caseors devoled to thds comgpuiation Besy (Pecughour,

4. Implementation and Library Dssues

The noticn of inroducing pesallolism at the kevel of the madules as presemsd in Section
4 presenrs an unplessant sinatica. All of the algonithms preseeted hore are propely cos-
sidered low level Library subrostines when taken in the comzat of 4 lasge scale applicmions
code. 1T proparly desigoed, such codes rely upon softeare libraries w perform calculations of
e rvpe discusssd here, When designing 2 library, one wishes 1o conceal machine dependen-
cits i much as posaible from the user. Also, in the case of ramsporting caisting librarics W
row machines, one wishes to prescrve user anlefecss in gnder W avald  unnecessary
rcafificazion of exisling onde thar references library sobroutines. Theso important somsidena-
sons seem to ke difficult 16 sccommedane i we are 1y invoke pargllelism m the bevel described
above. It would appear char the oser must be corscious of the number of pamallel proccss
eevpainedl by ke libeary subroulines throughoet his program. This is the resal of physical limi-
maticos an the talal numbser of prooesscs alloeed e be Be created, Sheuld the library rostines
‘e calted from mulziple branches of a parallel program, the user could imdvermently aitermpt &
cremts many mare processes than is allowed.

A secood issue arises within the context of merely proprammming the mae gxpligitly
paraliel alporithend discussed in Sedtion 3, These algosithms présent (i more challenging syn-
chromizaon requiremenis than che simple fock-join cormstrost vaed 15 isaplemess 1he mmodules
ca g parallel macking.  Honw cis these eoulines be coded in @ manspomable way?

A possible selution thar will have impact on boch siations has beon inspised by weck of
Lusk and Owerbeek on methodolegy for implementdng transposiable parallcl codes,  We have
adapraid ghe "poal of pechlems ” approach they presesc in [23,24] wo the problem of constuci-
ing and implemendng transparisble soltware librasics, We e a package callsd SCHEDULE



thar we huise boen developing dering the period thar the Blparithms pressnced within this [
were being devised and tesied. SCHEDULE is a package of Foran subrostines designed m
aid in programming explicidy parallel algorithms for numerical caleulanices, The design poal
of SCHEDULE is w wid a prograsnmer Tamilizr with & Foeiran programring envirpnment W
implems=s & guralle] slgorthm in & style of Forran programming thig will Tend dtsalf 1o cran.
sporting the resulling geogram acrass & wide varicly of parallel machines. The apgenach redies
upt e user adopang @ panicols side of expressing & paraliel pragram. Oince this has besn
done the subroutings and deta soucnire provided by SCHEDULE will alow implementstion of
the parallel program withoul dependazce an specilic mackine intrinsics. The user will e
required g fully onderstand the daa depondencies, parallel sngire and shared memony
requirsmesss of the program.

The basic philosophy mken here is tha Fooman programs e suially braken inte soh-
moutines which identify uniis of computicn Sur se self-conmined end which operae on
shired daia strocoares. Typisally these dara struccares ee eectangular arrays and the poemian of
the dita struczore o b2 aperated on is ofen identified by passing an element of the array that is
reated witkén the subrowtine as the firsr element af the array bo be operaied on. Thes siandand
technique is emtremely wiedul in isgplementing a paralle] alponthm in he siyle adopbed in
SCHEDULE, Morever, it allows ome o csll upan existing library subroutices withow any
fuplification, and withour havisg e weite an envelope arcond che Hbrary subrouting call in
cader i confaim UG seme ususmal dena passing cosventsans impascd by a given parallel pro
granuming gnvironment. Cre defines & shaied date sructure and subrowotizes e eperate an B
data strocrare. Then g gurallelficable) program is wrinen inoerme of ealls 1w theso subroutines
which in principle may either be performed independerly or occording 16 dats dependency
requirements Which \he user s respocssble for defining, Ohes this has been dane the resuln is
i serigl peogram ther could ran in garsdle] if thers was a way o schedile the usdts of compais-
tiow an 2 syslem of paralle] processors whils cheying the Jala dependenaies.

SCHEDULE woiks in @ manner similar o an operaling sysiem ta schedule processes tha
ar ready w gagculs, [ consists of two quesest & process gecun and o ready goeue, A pro-
ok idfenlifics @ subrowtne call and peinters o addresses needed o moke the call, A procss
tag is placed upon the reedy queus when its daa dependencies have Been satisfied, In addition
bo this Work reitings ane consiructed which are capable of asuming the identicy of any po-
vegi that will appear an e quius, A fised number af these soutines are devoded to the
libeary. They are activaied (cremed, forked, e, ) i the ourser of the compuintios &nd remes
sxtivalel throughour the course of this computation, Within this schesse calls 1o matnis vecke
reestings {for emampls) e nal made oxplicicly, they are instesd pes an the process queue 1o be
performed as socs as dhey can b picked up by ot of the workers through the schedules
mechanism. Transporiabiliny is achieved becewie he acua references o machine specile sy
chignizatian primitives are lsolated in twa low lovel SCHEDULE and efe very few in number,
This wgether with the apecific maans for cremting o forking proosssos are the only things that
meed 1 be changed when moving from ane muchise 16 ancther. A schematic of the abstess
Edza Behind the scheduler is repeesesied in Figure 6.2 below
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Figae: &2, Library Scheduler

£, Conclusdons

This has heen a sampling of same of the idess Tor algeridms and implemenmadon ioch-
niques thes we have bess considering seccetdy in the Matbemalics azd Compuisr Seaeacs Divis
sion 4l Argonne Madonal Labormeary. Traditionally, oor actiwitics have knvalved the develop
ment of algeeithens and wechmiques foe kmplemeating hese dgorithms in & wansponable
manner. We siew the work peessnted here s an exiensicn of this theme that will aid w8
addressing similar peoblems thal are arising with the sbvent af wotic compuler achilecnires
W firad the subject challengisg and reearding in perms of it polenial. We pnooaaps clbers
10 join s i pursuing the means & provide useful methadeloges amadl snfiwere pechmigques W
coalile i po make effeetive use of the develnping hardvweans,
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FURCELL'S METREOD, PROJECTIVE n-SPACE, AND A
PARALLELIZARLE, SPARSE LINEAR EQUATION SOLVYER

RICHARD O, HILL, JE. AHND GERALD I, LUDIEN
Lepartmant ¢f Malhamotlce
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Raal Lansing, Michigan 45824

ABSTRACT

This papsr givea & briaf ovorview of whal s
intrinsically & warlstion of Gousplan slimination, but &
warinlion tLhot sesmo  well-suited for sporcse ayatama,
pepocially randomly sparss ayatema. Ib can be paralielized
pi lepst ss wall as the weonl Gaussisn sliminetion and
rendily  woclorized ma well Delailed  dascripticna,
dincuoslons, error anelysis, abc will appenr alBowhere.

INTRODUCTION ANT BACEGROUND

In many applicaticons, linanr ayetema often arioe which are quits
lnrge and spares. There 18 o conslant search underway for =methodas
whizh enn offictonily solve such syslems on & computer. Thin papsr
discuspsn now waristicns of an old molhsd theil show promise for large
randasmly spAFAR RYALSMA.

Tm 15531, E. W. Purcsll [9] published & mathod for solving linesr
syslame, butl ke gova no diocussion of possible pitfalls and strategion
for avolding them. In 1960, a Palish mathamotlolan, T. Pletrzykowski
[&] gaws & geomelric descriptton of Purcell's method and Lhis e
diacuwaead by Houssholdsr in s review [8] and in bin book [T, p. 01420

Recently, Damwid & Field indapsndently discoveresd s melhod which
B ter recogntzed s being  relsisd Lo, though  differsnt  from,
Furcell's method., Fisld saw ila promine for oparss ayslems, and he
developsd it and gove some applicotions in sevearsl papara [2:34].
Althaugh Fiold recognizsd scme of the pilfalls ond dealt with them,
thers ware olhers ko did not coneldor,

Thin papar uwies projective n-spacs Lo caal the melbod in & setling
which stems mors suilablea for Aumertcnl atudy.  Upsing  projeclive
n-spscs allaws ua Lo hondle numerical difficuliiss thal may occur and
ithal kova Bol been previously considersd. TL alao allows us 10 give B
mors robusl descriptisn af lhe molked. Some mention of projeclive
gocmalry appears in Foroyihe's review [5] of Purcall's papor. Thera
are lspuess which need furthes inveastigatisn, however, and thsess are
dissusasd in lhe appropriols plocos,

Tha oulhors would like to thank Lhe reforecs for saversl uesaful
oommenle.

GROMETRIC DESCRIFTION AND DIFFICULTIES

[Compars with Fisld [2] ond Houssholder [T, p. 14E].) Consider tha
linaar &yALam
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