% Profometer

Process: swim at Sun Nov 21 21:03:56 1999
Machine: redwood .cs.utk.edu, a 1 CPU Pentium Pro at 199.8 Mhz.

Real time: | 4.92! s. Process time: |4.79

Location of L1 Data Misses

[=] £

s. Total: 18498516

28

Fig.4 Profometer display L1 data cache misses

SvPablo is a graphical source code browser and perfor-
mance visualizer that has been developed as part of the
University of Illinois’s Pablo project (DeRose and Reed,
1999; DeRose, Zhang, and Reed, 1998). SvPablo supports
automatic instrumentation of HPF codes with Portland
Group’s HPF compiler and interactive instrumentation of
C and Fortran programs. During execution of an instru-
mented code, the SvPablo library maintains statistics on
the execution of each instrumented event on each proces-
sor and maps these statistics to constructs in the original
source code. The current version of SvPablo includes sup-
port for the MIPS R10000 hardware performance coun-
ters. The next version of SvPablo, being developed at the
IBM Advanced Computing Technology Center, has inte-
grated support for PAPI. Screenshots of SvPablo displays
of PAPI metrics are shown in Figures 6 and 7.

DEEP, from Pacific-Sierra Research, stands for devel-
opment environment for parallel programs. DEEP pro-
vides an integrated interactive GUI interface that binds
performance, analysis, and debugging tools back to the
original parallel source code. DEEP supports Fortran
77/90/95, C, and mixed Fortran and C in Unix and Win-
dows 95/98/NT environments. DEEP supports both
shared-memory (automatic parallelization, OpenMP) and
distributed-memory (MPI, HPF, Data Parallel C) parallel
program development. A special version of DEEP, called
DEEP/MPI, is aimed at support of MPI programs. DEEP
provides a graphical user interface for program structure
browsing, profiling analysis, and relating profiling results
to source code. DEEP developers are incorporating sup-

“During execution of an

instrumented code, the SvPablo
library maintains statistics on the
execution of each instrumented event
on each processor and maps these
statistics to constructs in the original
source code.”

Fig.5 vprofdisplaying profiland PAPI_TOT_CYC data
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endif |

if(taskid.gt.0)then
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1 taskid-1,3,MPI_COMM_WORLD,req(3),ierr)

CALL mpi_irecv(CU(1,js-1),nl,MPI_DOUBLE_PRECISION,

1 taskid-1,4,MPI_COMM_WORLD,req(4),ierr)

endif

if(taskid.lt.numtasks-1)then

CALL mpi_isend(H(1,je),nl,MPI_DOUER=
taskid+1,3,MPI_COMM_WORLD, req(7)

CALL mpi_isend(CU(1,7je),nl,MPI_DOU
taskid+1,4,MPI_COMM_WORLD,req(8)

endif

CcALL MPI_WAITALL(8,req, istat, ierr)

1

1
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PERIODIC CONTINUATION
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Instrument/Clear Line

View Line Data

Fig. 6 SvPablo source code browser displaying PAPI metrics

port for PAPI so that statistics for the standard PAPI met-
rics can be viewed and analyzed from the DEEP interface.
A screenshot of the DEEP/MPI interface displaying PAPI
data for L2 cache misses is shown in Figure 8.
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Field Name Mean i St Dev

Count| 240000000 0 000000000

Seconds' 6.802064 0 0.02715500

g)_@_h?ﬂ_l_m 6.802064 0 0.02715500

| PAPI_BR_CN| [ 16251458.000000 1] 3067800000000
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_Help_|

- Analyzing : C:\DEEP\z»

Fig. 8 DEEP/MPI displaying PAPI data for L2 cache misses

6 Related Work

6.1 PERFORMANCE COUNTER LIBRARY

The Performance Counter Library (PCL) is a common in-
terface for accessing performance counters built into mod-
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€In microprocessors in a portable way (Berrendorf and
Ziegler). PCL supports query for functionality, start and
stop of counters, and reading the current values of coun-
ters. Performance counter values are returned as 64-bit in-
tegers on all supported platforms. Performance counting
can be down in user mode, system mode, or user-or-sys-
tem mode. PCL supports nested calls to PCL functions to
allow hierarchical performance measurements. However,
nested calls must use exactly the same list of events. PCL
functions are callable from C, C++, Fortran, and Java.
Similar to PAPI, PCL defines a common set of events
across platforms for access to the memory hierarchy, cy-
cle and instruction counts, and the status of functional
units, and it translates these into native events on a given
platforin when possible. In addition, PAPI defines events
related to SMP cache coherence protocols and to cycles
stalled waiting for memory access. Unlike PAPI, PCL
does not support software multi- plexing or user-defined
overflow handling. The PCL API is very similar to the
PAPT high-level API and consists of calls to start a list of
counters and to read or stop the counter most recently
started. PCL is available for Tru64 Unix on Alpha 21164
and Alpha 21264 processors, for CRAY Unicos/mk on
Alpha 21164, for SGIIRI 6.x on R10000 and R12000 pro-
cessors, for Solarts 2.x on UltraSPARC I/TI, and for Linux
2.0.36 on Pentium/ PPro/Pentium II/Pentium III. In the
PCL Solaris and Linux implementations, the counters are
not saved on context switches. PCL does not support na-
tive events.

7 Conclusions

PAPT aims to provide the tool designer and application en-
gineer with a consistent interface and methodology for
use of the performance counter hardware found in most
major microprocessor lines. The main motivation for this
interface is the increasing divergence of application per-
formance from near peak performance of most machines
in the HPC marketplace. This performance gap is largely
due to the disparity in memory and communication band-
width at different levels of the memory hierarchy. With no
viable hardware solution in sight, users requiring the opti-
mal performance must expend significant effort on sin-
gle-processor and shared-memory optimization tech-
niques. To address this problem, users need a compact set
of robust and useful tools to quickly diagnose and analyze
processor-specific performance metrics. To that end,
many design efforts have wastefully reinvented the soft-

ware infrastructure necessary for a swite of program
analysis tools. PAPI directly challenges this model by fo-
cusing on a reusable, portable, and functionality-oriented
infrastructure for performance tool design. It is hoped that
through additional collaborative efforts, PAPI will be-
come one of a number of modular components for ad-
vanced tool design and program analysis,

The PAPI specification and software, as well as docu-
mentation and additional supporting information, are
available from the FPAPI Web site at http:/ficl.cs.utk.

edu/parojects/papi.

APPENDIX

PAPI Standard Event Definitions

Memory hierarchy access events

PAPI_L1_DCM lLevel 1 data cache misses
PAPI_L1_ICM Level 1 instruction cache misses
PAPI_L2 DCM Level 2 data cache misses
PAPI_L2_ICM Level 2 instruction cache misses
PAP_L3_DCM Level 3 data cache misses
PAPI_L3_IiCM Level 3 instruction cache misses
PAPI_L1_TCM  Level 1 total cache misses
PAPI_L2_TCM Leve! 2 total cache misses
PAPI_L3_TCM  Leve! 3 total cache misses
PAPI_TLB_DM Data translation lookaside buffer
misses
PAPI_TLB_IM Instruction translation lookaside
buffer misses
PAPI_TLB_TL Total translation lookaside buffer
misses
PAPI_L1_LDM  Level 1 load misses
PAPI_LL1I_STM  Level 1 store misses
PAPI_L2_LDM  Level 2 load misses
PAPI_L2_STM  Level 2 store misses

Cache coherence events

PAPI_CA_SNP  Snoops

PAPI_CA_SHR Request for access to shared cache
line

PAPI_CA_CLN  Request for access to clean cache
line

PAPI_CA_INV Cache line invalidation

PAPI_CA_ITV Cache fine intervention

PAPI_TLB_SD Translation lookaside buffer shoot-

downs
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Cycle and instruction counts
PAPI_TOT_CYC Total cycles
PAPI_TOT_IIS Total instructions issued
PAPI_TOT_INS Total instruction completed

PAPI_INT_INS Integer instructions completed
PAPI_FP_INS Floating-point instructions completed
PAPI_LD_INS Load instructions completed
PAPI_SR_INS Store instructions completed

PAPI_LST_INS Total load/store instructions
completed

PAPI_FMA_INS Floating-point multiply add (FMA)
instructions completed

PAPI_VEC_INS Vector/SIMD instructions completed

PAPI_BR_UCN Unconditional branch instructions
completed

Conditional branch instructions
completed

PAPI_BR_TKN  Conditional branch instructions taken

PAPI_BR_NTK  Conditional branch instructions not
taken

PAPI_BR_MSP  Conditional branch instructions
mispredicted

PAPI_BR_PRC Conditional branch instructions
correctly predicted

PAPI_BR_INS Total branch instructions completed

PAPI_CSR_FAL Failed store conditional instructions

PAPI_CSR_SUC Successful store conditional
instructions

PAPI_CSR_TOT Total store conditional instructions

PAPI_SYC_INS Synchronization instructions

PAPI_BR_CN

completed

PAPI_FLOPS Floating-point instructions completed
per second

PAPI_IPS Instructions completed per second

Functional unit and pipeline status events

PAPI_BRU_IDL Cycles branch units are idle

PAPI_FXU_IDL Cycles integer units are idle

PAPI_FPU_IDL Cycles floating-point units are idle

PAPI_LSU_IDL Cycles load/store units are idle

PAPI_MEM_SCY Cycles stalled waiting for memory
access

PAPI_MEM_RCY Cycles stalled waiting for memory
read

PAPI_MEM_WCY Cycles stalled waiting for memory
write

PAPI_STL_CYC Cycles with no instruction issue

PAPI_FUL_ICY Cycles with maximum instruction
issue

PAPI_STL_CCY Cycles with no instruction completion

PAPI_FUL_CCY Cycles with maximum instruction
completion
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