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Heterogeneouz networks of comparters ane becoming
comnwnplace in highperformance computing. Svstems
ranging from workstations to supercomputers are linked
by high-speed networkes, Until recently, each o parting
resource on the network remained a separate tunit, Now,
however, 20 to 30 institutions worldwide are writing and
runming truly “heterogeneous” programs utifEng mutiple
computer sstems o 2olve applications,

The ultimate success of heterogeneous compriting will
depend largely on work such as that being conducted by

*the Heteroreneous Network Project (HNE), HNP iz a col
laborative effort by researchers at Oalk Ridge Natiopal
Laboratory, the Univerdty of Tennessee and Emory Uni
versity to design and develop softwarns to facilitate hetero-
geneous parallel computing,

Two components have been constricted sofar Parak
lel Virtual Machine (FYM) s a set of tooks designed with
heterogeneity and portability as the primary poals. Ttis one
of the first software sysfems that allows machines with
widely different architectures and Roating-point represen-
tatrons oo work topether on a single computationsl tsk.
PNV can be ised onits own oras a foundation upon which
other heterogeneous network software can be bl

The secomd component, HeNCE (for Heterogeneous
Metwork Computing Environment), is being bailt on tap
af FYM. HeNCE simplifies the tasks of writing, compiling,
runming, debugzing and analveinge programs on a hetero-
geneous nebwork.

The goal of the Heterogeneous Network Project is to
make’ network compuiing accessible to scientists and
engineers without the need for exlensive raining in paral
lel computing: PV and HeNCE will allow researchers to
use those resources hest auited for @ particular phase of
the compuitation.

PVM

VM prowvides a unifying computational framesork for
& network of heterogeneous parallel and serial computers:
An architectural overview of FVM = shown in Figure 1. The
userviews FVIM as a loosely conpled, distnbuted-meémory
codfiputer programmed i C or Fortran with message-pass-
g extenzions, The hardware that composes the nzer’s
persoial PVM may he any Unix-based machine sceessible
over soame network and on wiich the user has avalid loein.

PVM ey be configured to contain various machine
architectures including sequential processors, vector pro-
cezzors and mulicomputers. The present version of the
software has been tested with various combinations of
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the following . machines: - Alliant  FX/8, CRAY Y-MP
DECstation, TBM RS/6000, Intel iIPSC/2, Intel 1PSC/B6),
Sequent Symmetry, Silicon Graphics IRIS, SPARCstation,
Sun 3 and Thinking Machines CM-2. Inaddition, the user
can port FY M to new architectures by modifiing a generic
“makefile” supplied with the source and recompiling.

Lizmg P¥ M, each user can confignire his own parallel
virtual compater, which can overlap with cther users’ vic-
tual computers. Confipuring a personal parallel virtual com:
puter imvobnes simply hsting the names of the machines in
a fike that iz read when FYM s started. Severa different
phyical networks can co-east inside a virual machine. For
example, a local Ethernet, Internet and a fber-oplic net-
work can alfl be a part of 2 user's FVM configuration. Whike
each user can have only one virtual machine active at a
fime, PV s mullitasking. Ths, several applications can
run sismiltaneoushy on & parallel victual machine.

The F¥M package is small (less than 300 KBytes of C
source code) and easy to install, iineeds to be mstalled onbr
once ofeach machine tobe accessible o all veers, More-
o, the installation does not require special privileges on
any of the machines.

Application programs that use PYM are composed of
subtasks at a moderately larpe level of granulanty. The
stibtasles can be generic serial codes, or can be specific to
a particular machine. In PYM, resources may be acceszad
at thivee different levels: the *tranzparent” mwode, in which
subtazks are automatically Tocated at the most appropriate
zites: the “architecture-dependent” mode, inwhich the user
may indicate specific architechires on which particular
subiasks are to execute; and the “machine-specific” mode,
in which a particular machine may be specified. Such flex-
1bility allows different subtasks of a heterogeneous appli-
cation to exploit particular sirengthz of individual machines
on the network.

The PYM userinterface requires that all message data
e explicitly typed. Support for operating in a heteroge:
nenns environment is provided in the form of special con-
structz that selectively perform machine-dependent data
conversions. All communication done between FVM pro-
Cezseniuzes the extemal data representation standand
(XDE), thus allowing machines with different interer and
floating-point representations to pass data,

Applications access PYM resounces via a library of
standard interface routines. These roulines allow the initis-
tion and fermination of processes across the networlk, as
well a5 communication and synchronization between pro-
cezzes) Commmunication constructs include those for the
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exchange of data struetures and high-level primitives such
as broadceast, barrier synchronizaion and rendesvons,

Application programs under PYM may possess arbi-
trary conitrol and dependency structures. In other words,
at any point in the execulion of & concurrent apphication,
the processes in existence may have arbitrary relatonships
between each other; further, any process may comumuni-
cate and, or synchronize with any other:

HeNCE

While FVM provides bow-level tools for implementing
paraflel programs, HeNCE provides the programmer with
a higher-level environment for using heterogeneous net
works, The HeNCE philosophy of parallel programmiing
is 1o have the programmer explicitly specify the parallel:
ism of a computation and to automate — as much as pos
gible — the tasks of writing, compiling, execufing, debug:
ging and analyzing the paralle] computation. Central to
HeMCE is an X-Windows interface that the programmer
uses to perfortn these unctions,

The HeNCE environment contains a cenepose tool that
allows the user to specily parallelism by drawing 2 graph
of the parallel application, If an X-Windows interface is not
available, then textual graph descriptions can be inpul
Each node ina HeMCE graph represents a proceduns writ-
ten in either Fortran or C. HeNCE i= designed to enhance
procedure rense. The procedure can be a subroutine from
an established library or a specialpurpose subroutine sup-
pligd by the user.

Five types of arcs can be used in a HeNCE graph:

* A dependenoyare from one node to another represents
the fact that the tail node of the are must run before
the head of the are. A section of the graph can be
executed or bypassed based on a conditional state-
nent that will be evaluated at fun e,

* A romditiongl dependency arc 15 used to specify the con-
ditional statement.

* A varigble fan-out (and subsequent frm-in) constnict
is available while composing the praph, The widih of
the fan-out is specified as an expression that is evalu-
ated at run time. This construct is similar to a parallel
do construct found in geveral parallel Fortrana,

* Logts around subgraphs can be used in the graph to
execiibe & varizhle number of imes.

* Fipelining can be used for connecting sections of the
graph. In pipelined secions, when a node Anishes with
one set of Input data, it reruns with the next piece of
pipelined data
Onee the dynamic graph is specified, a configuration

tool in the HeNCE environment can be used to specify the
configuration of machines that will compose the users
parallel virtual machine. The configuration tool also sssists
e userin selfing up a cost matrhe Thie cost matrks allows
the user to describe what machine can perform what task;
priority can be given to certain machines. HeNCE will use
this coat meatrix at run time to determine the most effiec-
tive machine on which to execute a particular procedire
in the graph.

The HeNCE environment aleo contains a pake tool
that performs three tasks. First, the parallel program is

utonatically senerated, using PYM calls for all the com-
munication and synchronization required by the applica-

tion, The node procedures for the various heleroseneas
architectures then antornatically are compiled. Finally,
the executable modules are installed on the partioular
machines in the PV configuration.

The execiefe tool in the HeNCE environment stans up
the requested PV and beging execution of the applic:
tion. During execution, HeNCE automatically roaps pro
cedures to machines in the heterorentous network based
om the cost matrix and the HeMNCE graph. Trace and sched
wling information saved during the execution can be dis
plaved in real time or replayed later,

To further help the prograrmmer, the HeNCE enving
ment nas a frace tool that allows visualization of the paral
led rin, The trace tool iz X-Windowsbased and consists of
two windows, One window shows & representation of the
network and machines underhving PYM. Teons ofthe active
machines are illuminated with different colors, depending
on whether they are compating or communicating. Undes
each icon is a list of the node procedures mapped to this
machine at any given instant. “The second window displays
the user’s graph of the application, which changes dynami-
cally to show the actual paths and pmramesters aken dus-
ing a run. The nodes in the eraph change colors to indi-
cate the various activiies going on in each procedure.

Results

One of the computational Grand Challenges being
addressed at Oak Ridge Mational Laboratory is the calow
lation of the electronic sruchure of superconductors (see
Supercomputing Review, Ovtober 1990), This application
has been modified to min using PVM. Initially, 5 heterope-
nezons nebwork of workslations was wsed to achieve execn-
tion rates exceeding 250 MFLOPS, This performance is
comparable to the performance of the application on a
single processor of a CRAY Y-MEP

Asecond setof expetiments was then devised to show
the capability of PV to connect several supercomputers.
In one test, an Intel iPSC/860, a CRAY X-MP and an IBM
RS/8000 were configured into a metacomputer. In another
test, two CRAY Y-MP/8s and a CRAY Y-MP/2 were con
figured into a metacomputer. The PYM version of the elec-
tronic structures code ran an both of these metacomputers,
but the input data sed was oo small to deive either of the
metacompubers fo near their peals fates. Meverthebess, our
experiments do demonstrate the viability of using a collec-
ficn of supercomputers.

Several other FYM applications are being developed
atCrak Ridee National Laboratory in areas such as molecu-
bar dynamics, statistical medefing and climate modeling.

Current Status and Availability

PVM was originally developed at Oak Ridge National
Laboratory two vears ago and was made publichy available
in March of this year. The current verzion, Version 2.2 i3
available through netlib. To obtain a description of the come
ponents available, mcluding the PVM Users Guide and
source code, send e-mail to netdib@orml gov with the mes-
sagre: serrl index from pem. A prototype version of HeNCE
i3 expected to be available near the end of summer,

FVM and HeNCE open the door to heterogeneos
network supercomputing, Itis time for researchers to step
inside and explore this new area of computing. B9
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