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view, andgivenimplementationdetails fromaprocessor point-of-view. Finallywe have shown

howto adapt the communications for a speci�c target machine, the Intel Touchstone Delta

computer, byexploiting its communicationcharacteristics. The general purpose matrixmulti-

plicationroutines developedare universal algorithms that canbe used for arbitrary processor

con�gurationandblocksize.

In general, the �rst dimension of the data matrix may be di�erent fromthe number of

rows of the matrix in a processor. That means, when shiftingA in the MDB2 routine, A

needs to be copiedbefore it is sent out. Instead of a direct copy, the blockcolumns of Aare

presorted so that each processor performs a block version of matrix-matrixmultiplication in

each step. Without this presorting, processors compute multiplications as a block version of

the outer product operation, i.e., a column of blocks is multiplied by a rowof blocks. The

outer product operationperforms well and its performance is almost the same as the routine

with presorting for blocks larger than 5� 5 elements. But for the case of small block sizes,

presorting improves performance. If the �rst dimensionof matrixAis the same as the number

of rows, the presorting is not necessary, andAcan be sent out directly, since after Q shifts

of Aprocessors have their original blocks, andA is unchanged. This scheme may also save

communicationbu�er space. For the transposed matrixmultiplication routines (A T � Band

A�B T ), the presorting process improves the performance more than 10% for a block size of

5�5.

Insome cases, the transposedmatrixmultiplicationalgorithmmaybe slower thanthe two

combinedroutines, matrixtranspositionandmatrixmultiplication. That is, C ( A T �Bcan

be implementedwith two steps, (T(A T , C(T�B), where extra memory space for T is

necessary. Users canchoose the best routine accordingtotheir machine speci�cations andtheir

application. The performance of the routines not onlydepends onthe machine characteristics,

but also the processor con�gurationandthe problemsize.

The performance of the PUMMApackage canbe improvedwithoptimizedassembly-coded

routines, if available, suchas atwodimensional bu�er copyroutine (T(op (A), where op (A) =

Aor AT ), anda twodimensional additionroutine (T(�A+ �T).

The PUMMApackage is currentlyavailable onlyfor double precisionreal data, but will be

implementedinthe near future for other datatypes, i.e., single precisionreal andcomplex, and

double precisioncomplex. Toobtaina copyof the software anda descriptionof howtouse it,

send the followingmessage \send pumma from misc" to netlib@ornl.gov.
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A�B AT �B

P �Q MatrixSize RING TREE RING TREE

4�4 2000�2000 0:515 0: 530 0: 488 0: 496
6�6 3000�3000 1: 130 1: 159 1: 081 1: 073
8�8 4000�4000 1: 985 2: 056 1: 908 1: 901
12�12 6000�6000 4: 438 4: 507 4: 260 4: 150
16�16 8000�8000 7: 844 8: 001 7: 542 7: 325

8�9 3960�3960 2: 326 2: 326 2: 321 2: 321
8�10 4400�4400 2: 561 2: 641 2: 493 2: 486
8�12 4800�4800 2: 965 3: 091 2: 956 2: 918
8�16 5600�5600 3: 858 4: 022 3: 707 3: 622

Table 4: Performance inGops withoptimizedcommunicationroutines ontwostructures, ring
andspanningtree. Blocksize is �xedto5�5. The routine forA�Bis faster for atree structure,
but the routine for A T �Bhas better performance for a ring structure.

the products of other group(s) in the same column. After P =GCD � 1 communications and

additions, the partial products in eachgroup of GCD processors are e�ectively added to the

root nodes.

TheA�BandA T �Broutines have been implementedwiththe optimizedcommunications

for the Deltabasedonboththe ringandthe minimumspanning tree structure for broadcasts.

Performance results are shown inTable 4. The non-transposedmatrixmultiplicationroutine

for 8000�8000matrices on16�16nodes performs at about 8.00Gops for the tree structure,

andthe transposedmultiplicationroutine executes at about 7.54Gops for the ring structure.

Theyobtainabout 31.25Mops and29.46Mops per processor, respectively, whichcorrespond

to concurrent e�ciencies of 86%and83%, respectively.

If P andQ are relativelyprime, there is no performance di�erence between tree and ring

versions. The A� B algorithmperforms well for the tree structure. Though broadcasting a

message to the entire column of the processors on the ring is slow, the overall performance

is not inuenced since the stages of the algorithmare pipelined. That is, processors directly

proceed to the next stage as soonas they �nishtheir multiplicationat the current stage.

In a single stage of the A T �B routine, collecting the partial products in a columnof the

processor template is faster for the tree algorithm. However, overall the ring algorithmis

preferred for the A T �Broutine, since stages of the algorithmcanbe pipelined.

5. Conclusions and Remarks

We have presenteda parallel matrixmultiplicationroutine andits variants for the blockscat-

tered decomposition over a two dimensional processor template. We have described howto

developthe algorithms for distributedmemory concurrent computers fromamatrixpoint-of-
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Figure 22: Broadcasting on linear arrayof p =7, where nodes are numbered0 through6. P 2

is a root node.
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Figure 23: Collectingonlinear array. P 2 is a root node.

Inthe hypercube scheme, the root node P 2, whichhas the message tobe broadcast, �rst sends

the message toP 3, whose least signi�cant bit (LSB) is di�erent fromthe root node. Thenthe

message is delivered by toggling successive bits fromLSBto the most signi�cant bit (MSB).

Onameshtopologysuchas the Delta, the networktra�c becomes congestedas the broadcast

proceeds, as showninFigure 22 (a).

In order to avoidnetworkcontention, the root node sends the message to the �rst node in

the other half of the processors. Byrecursing for dlog
2
P e similar steps, themessage is delivered

to all nodes without anycontentionas showninFigure 22 (b). Ingeneral, eachcolumnof the

template has P = GCD root nodes in a stage, which broadcast their blocks of B over GCD

processors of the column, whereGCD denotes the greatest commondivisor of P andQ. These

operations are a formof group communi cat i on [15 ].

For A T � B in Section 3.3, the partial products in the same columnof the processors are

combined and the sumis stored in the root (destination) node. Aspecial collecting scheme

has beendevelopedfor the Delta toavoidnetworkcontention. The newcollecting scheme ona

linear arrayshowninFigure 23(b) is basedonthe broadcasting scheme inFigure 22(b). The

partial products are sent andadded innodes whichare nearer to the root node. Generally, in

each stage of the algorithm, each columnof the template has P = GCD root nodes to collect

the partial products. Partial products of a group of GCD processors are added �rst with
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step 1

step 2

(a) Simultaneous rotating scheme

(b) Odd−even rotating scheme
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Figure 21: Two rotating schemes. (a) Nodes �rst send to the left and then receive fromthe
right. (b) In the �rst step, odd-numbered processors send data blocks and even-numbered
processors receive them. In the next step, even-numberedprocessors send andodd-numbered
processors receive. Odd-evenrotating is faster onDelta, but simultaneous rotating is faster on
iPSC/860hypercube.

4.3. Resul ts with Opti mi zed Communi cati on Routi nes for the Intel Del ta

For the implementation of the PUMMApackage, blocking and nonblocking communication

schemes were used. In this section, we modifythe algorithms withoptimizedcommunication

schemes speci�cally for the Intel Touchstone Delta.

First, f orce type communications [22 ] are incorporated for faster communications. Aforce

type message bypasses the normal owcontrol mechanism, and is not delayed by clogged

message bu�ers onaprocessor. Aforce typemessage is discardedif noreceive has beenposted

on the destinationprocessor prior to its arrival. If force types are not used on the Delta, the

routines canaccommodatematrices upto400�400elements per processor without encounting

problems arisingfromsystembu�er overow[23 ]. Withforce type communication, the routines

canhandle larger matrices, upto500�500per processor, where themaximumsize is determined

bythe available memoryper processor rather thanbysystembu�er constraints.

Ablockrotatingschemeis usedtoshiftArowwise intheMDB2algorithmof Section3.2and

inthe A T �Broutine of Section3.3. Asimultaneous rotating scheme, showninFigure 21 (a),

may be used on the Intel iPSC/860 hypercube. However, an odd-even rotating scheme is

preferable onthe Delta [25 ]. This scheme performs the communicationintwo steps as shown

inFigure 21 (b). In the �rst step, odd-numbered processors send their owndata blocks and

even-numberedprocessors receive them. Inthe next step, even-numberedprocessors sendand

odd-numberedprocessors receive.

Inthe original MDB2algorithm, blocks of Bare broadcast ineachcolumnof the template

based ona ring communicationscheme. In the Delta-speci�c MDB2 algorithm, messages are

broadcast based onaminimumspanning tree. Aspecial broadcasting routine is desirable for

the Delta, whichdi�ers fromthat usedonhypercubes [5 ]. Consider broadcastingamessage on

alinear arrayof p =7processors as showninFigure 22,where nodes are numbered0through6.
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P �Q MatrixSize BlockSize A�B AT �B AT �BT

1 � 1 1: 640 1: 529 1: 607
8�8 2400�2400 5 � 5 1: 641 1: 530 1: 619

300�300 1: 643 1: 531 1: 618
1 � 1 1: 902 1: 904 1: 732

8�9 2520�2520 5 � 5 1: 924 1: 939 1: 850
35�35 1: 926 1: 946 1: 860
1 � 1 2: 085 2: 067 1: 961

8�10 2400�2400 5 � 5 2: 107 2: 110 2: 033
60�60 2: 096 2: 123 2: 028
1 � 1 2: 374 2: 121 2: 265

8�12 2400�2400 5 � 5 2: 389 2: 310 2: 306
100�100 2: 397 2: 338 2: 317

Table 2: Dependence of performance onblocksize (Unit: Gops)

P �Q MatrixSize A�B AT �B AT �BT

1�1 400� 400 36: 21 (100: 0) 35: 54 (100: 0) 34: 58 (100: 0)
8�8 3200�3200 27: 77 (76: 7) 25: 86 (72: 8) 27: 36 (79: 1)
8�9 3240�3240 29: 00 (80: 1) 28: 56 (80: 4) 28: 10 (81: 3)
8�10 3200�3200 28: 25 (78: 0) 27: 74 (78: 1) 27: 47 (79: 4)
8�12 3200�3200 28: 44 (78: 5) 27: 55 (77: 5) 27: 48 (79: 5)

Table 3: Performance per node inMops. Block size is �xed at 5�5 elements. Entries for
the 1�1 template case give the performance of the assembly-coded Level 3 BLAS matrix
multiplicationroutine. Numbers inparenthesis are concurrent e�ciency.

a long time to receive the partial products if P =Q.

Table 2 shows howthe block size has an e�ect on the performance of the algorithms. It

includes three cases of the block size, two extreme cases { the smallest and largest possible

block sizes { and 5�5 block of elements. The algorithms depend only weakly on the block

size. Even for the case of the smallest block size (1�1 element), the algorithms showgood

performance.

Performance per node is showninTable 3. The 1�1 template gives the performance of the

assembly-codedLevel 3BLASmatrixmultiplicationroutine. The numbers inparentheses are

concurrent e�ciency, whichis the relative performance of nodes comparedwiththe maximum

performance of the assembly-coded Level 3 BLAS routine. Approximately 77%e�ciency is

achievedforA�B, 73%forA T �B, and79%forA T �BT if P =Q. The routines performbetter

on templates for whichP 6=Q. More than80%e�ciency is achievedfor all cases if P andQ

are relativelyprime.
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Figure 19: Performance comparison of three routines on an 8�10 template. P =8; Q =
10; LCM =40; and GCD =2
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Figure 20: Performance comparison of three routines on an 8�12 template. P =8; Q =
12; LCM=24; and GCD =4
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Figure 17: Performance comparisonof three routines onan8�8 template. P =Q =LCM =
8; andGCD =8
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Figure 18: Performance comparison of three routines on an 8�9 template. P =8; Q =
9; LCM=72; and GCD =1
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communicationbandwidthbetweenprocessors, and the size of the matrices. However, for the

MDB2 algorithm, the performance is independent of the block size. We adopted a block size

of 5�5 inall subsequent runs of the matrixmultiplicationroutines.

We next considered how, for a �xed number of processors N p =P �Q, performance de-

pended on the con�gurationof the processor template. Some typical results are presented in

Table 1 fromwhichit maybe seen that the template con�gurationdoes have a small e�ect on

performance, withsquarer templates givingbetter performance thanlong, thintemplates. For

a�xednumber for processors, alarger valueof Q increases the number of outer loops performed,

but reduces the time to broadcast blocks of B across the template. The relative importance

of these twofactors determines the optimal template con�guration. For rectangular templates

withdi�erent aspect ratios, those withsmall Q showbetter performance thanthose withsmall

P . For a�xedprocessor template withsmall P , anMDB2algorithm, inwhichAis broadcast

rowwise andB is shifted columnwise, is preferable to the versiondescribed in Section 3.2, in

whichB is broadcast columnwise andAis shiftedrowwise.

Figure 16(a) shows the performance of the MDB2algorithmonthe Intel TouchstoneDelta

as a functionof problemsize for di�erent numbers of processors for up to 256 processors. In

all cases a square processor template was used, i.e. P =Q, the block size was �xed at 5�5

elements, andthe test matrices were of size upto 400�400 elements per processor.

In Figure 16 (b) we showhowperformance depends on the number of processors for a

�xed grain size. The fact that these isogranularityplots are almost linear indicates that the

distributedmatrixmultiplicationroutine scales well onthe Delta, evenfor small granularity.

4. 2.Compari son wi th TransposedMatri x Mul ti pl i cati on Al gori thms

We comparedthe performance of the MDB2versionof the matrixmultiplicationroutineC=

A�Bwiththat of the transposedmatrixmultiplicationroutines, C=A T �B, andC=A T �BT .

ForC=A�B, we adopteda routine withrowwise broadcastingof Aandcolumnwise shifting

of B. C=A T �B is implementedas described inSection3.3. ForC=A T �BT , B is directly

multipliedwithAto formB�A, whichis then transposed to giveC.

Figures 17, 18, 19, and20showthe performance of the algorithms on8�8, 8�9, 8�10, and

8�12 templates, respectively. Inall cases the blocksize is �xedat 5�5 elements. The solid

andthe dashed lines showthe performance of A�BandA T �BT , respectively. The di�erence

of the two lines is due to the matrix transpose routine used in evaluatingA T �BT . Inmost

cases, the performance of theA T �Balgorithm, whichis drawnwiththe dot-dashed lines, lies

betweenthat of the A�BandA T �BT algorithms, but for the square template inFigure 17,

its performance is worse than that of A T �BT . In the A T �B routine, processors in the same

columnof the template sequentiallyupdate their ownC. Some of the processors have towait
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Figure 16: Performance of MDB2 algorithm. (a) Performance in gigaops as a function of
matrixsize for di�erent numbers of processors. (b) Isogranularitycurves inthe (G; N p) plane.
The curves are labeledbythe granularityg inunits of 10 3 matrixelements per processor.
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96processors 64 processors 48processors
P �Q Gops P �Q Gops P �Q Gops
6�16 1: 972 4�16 1: 373 4�12 1: 101
8�12 2: 007 8�8 1: 447 6�8 1: 181
12�8 2: 008 16�4 1: 444 8�6 1: 200
16�6 2: 002 12�4 1: 130

Table 1: Dependence of performance ontemplate con�guration(M=N =L =1600).

the existing algorithmfor �ndingB�A, as described inSection3.2, without anymodi�cation

being necessary. Parallel matrix transpose algorithms are described in [10 ], and are used to

computeC=� A T �BT+� Cas describedabove intwosteps: T=� B�A, thenC=T T+� C.

4. Results

In this section we present performance results for the PUMMApackage on the Intel Touch-

stone Delta system. Matrixelements are generateduniformlyonthe interval [�1; 1] indouble

precision. Conversions betweenmeasured runtimes andperformance ingigaops (Gops) are

made assuming an operation count of 2MNL for the multiplicationof aM�L bya L �N

matrix. Inour test examples, all processors have the same number of blocks sothere is no load

imbalance.

4. 1.Compari son of Three Matri x Mul ti pl i cati on Al gori thms

We �rst compared the three matrixmultiplication algorithms, SDB, MDB1, andMDB2 on

two�xed processor templates. Figures 14 and15 showthe performance of the algorithms on

a square processor template (8�8; P =Q) and a nonsquare template (9�8, P andQ are

relativelyprime), respectively. Two di�erent block sizes are considered to see howblock size

a�ects the performance of the algorithms for a number of di�erent sizedmatrices.

The performance of the SDBandMDB1algorithms improves as the blocksize is increased

from5 to 10, but this change of the block size has almost no e�ect on the performance of

the MDB2 algorithm, since inMDB2 the size of the submatrices multipliedin eachprocessor

(using the assembly-codedLevel 3BLAS) is independent of blocksize. For a square template,

the number of communication steps is the same in the MDB1 andMDB2 algorithms since

LCM =Q, but there is a big di�erence in their performance. This di�erence arises because

the basic operation of the MDB1 algorithmis a multiplicationof a block column of Awith

a single block of B, where as, in the MDB2 algorithm, larger matrices are multiplied in each

step, as explained inSection3.2.

The blocksize is selected by the user. Inmost cases, the optimal block size is determined

by the size and shape of the processor template, oating-point performance of the processor,
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(b) blocksize =10

Figure 15: Performance comparison of the three matrix multiplication routines on a 9�8
processor template.
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(b) blocksize =10

Figure 14: Performance comparison of the three matrixmultiplication routines on an 8�8
processor template.
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3�2processor template. P 0 computes two(dM b= LCMe) transposedmatrixmultiplications of

blockcolumns of A(A(0 : 11 : 3; 0) andA(0 : 11 : 3; 6)) with its ownsubmatrixB (B(0 : 11 :

3; 0: 11: 2)), andgenerates twoblockrows of C(C (0; 0: 11: 2) andC (6; 0: 11: 2)). The two

rows of Care condensed for fast communications as inthe MDB2 algorithminSection3.2. If

blockcolumns of Aare presortedwithradixLCM (or radixLCM= Q for eachprocessor) at the

beginning of the algorithm, processors compute one transposedmatrixmultiplicationin each

step insteadof dL b= LCMemultiplications as showninFigure 13 (b). Again, the computation

is like a bl ock versionof (transposed) matri x-matri x multiplication.

The case C=A�B T is similar to the C=A T �Balgorithm, but the partial result blocks

of C rotate horizontallyineachstep, andB T shifts upwards after eachstage.

3. 4.Mul ti pl i cati on of TransposedMatri ces , C=AT �BT

Suppose we need to computeC=A T �BT , where Ais L b �M b blocks, B is N b �L b blocks,

andC isM b �N b blocks. One approachis to evaluate the product

C (I; J) =
Lb�1

K=0

[A(K; I )]T � [B(J ; K)]T ; (4)

directlyusingavariant of the matrixmultiplicationroutine inSection3.2, but inwhichblocks

of Aare columncast ineachstep, andblocks of Bare rotated leftwards. The resultant matrix

then has to be blockwise transposed, i.e., blockC (I ; J ) must be swappedwithblockC (J ; I ),

inorder to obtainC. Thus, for this approachthe algorithmis as follows,

1. locallytranspose eachblockof AandB,

2. multiplyAandBusing variant of parallel algorithm,

3. doa blockwise transpose of the result to get C.

In an actual implementation, the local transpose in (1) can be performedwithin the calls to

the assembly-codedsequential xGEMMroutine.

Another approach is to evaluate C T =B�Aand then transpose the resulting matrix to

obtainC. Inthis case the algorithmis as follows,

1. multiplyBandAusing the parallel algorithminSection3.2,

2. locallytranspose eachblockof result,

3. doa blockwise transpose to get C.

These last twosteps together transposeC T , andmaybedone inanyorder. Theperformance

of bothapproaches is verynearlythe same, but the secondapproachhas the advantageof using
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Figure 13: C=A T � B inP 0 fromprocessor point-of-view, where P =3, Q =2 andM b =
Nb =L b =12. The shaded area of AandB represents blocks to be multiplied. And that of
C stands for the result blocks to be placedafter multiplicationandsummationprocesses over
the columnof the template.

processors thencomputeC (2; 0: 5 : 2),whichis placedinP 4, and�nallycomputeC (4; 0: 5: 2),

whichis placedinP 2. After this stageAis shiftedtothe left. Withthis scheme, the processors

require three steps to compute C (0 : 5 : 2; 0 : 5 : 2) for the �rst stage of the algorithm. This

procedure is less e�cient, but needs less memoryto holdpartial products.

The loss of e�ciency canbe o�set byoverlapping computationandcommunication. Con-

sider a modi�ed algorithmin which the blocks of C rotate downwards over the processor

template after eachstage. Eachprocessor computes its ownproducts andupdates the received

blocks. The processors receive their owndesiredblocks of Cafter P �1 communications. If P

andQ are relativelyprime as showninFigure 12, all processors have their ownblocks of C in

eachstage. They receive partial products fromthe processor above, addtheir contributions to

the partial products, andthen send themto the processor below. If processors are waitingto

receive the products before multiplyingsome processors have towait a long time whenP =Q

as in Figure 11 (or P andQ are not relatively prime). For these cases, processors compute

their ownmultiplications �rst, and then add themafter they receive the products. This can

be implementede�ectivelywithasynchronous message passi ng tominimize processors' waiting

time to receive the products.

As anexample, consider Figure 13 (a), where 12�12blockmatrices are distributedover a
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(b) Snapshot of the first stage from processor point-of-view
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Figure 12: Snapshot of C =A T � Bwhen P =3, Q =2, andM b =N b =L b =6. (a)
Frommatrix point-of-view, the computed blocks of the matrixC in the �rst two stages of
the transposed matrixmultiplication algorithmare shaded. (b) Snapshot of the �rst stage
fromprocessor point-of-view. If P andQ are relativelyprime, the computedblocks of Care
scattered over all processors ineachstage.

columnof processors, P 0, P2, andP 4, compute 3�3 blocks of C (C (0 : 5 : 2; 0 : 5 : 2)), by

multiplyingthe zeroth, secondandfourthblockcolumns of A(A(:; 0 : 5 : 2)) withthe zeroth,

secondandfourthblockcolumns of B(B(:; 0: 5: 2)). After summingover columns theyhave

computedtheir ownrowblocks of C.

WhenQ is smaller thanP , processors needmore memoryto store the partial products, if

they compute their ownproducts �rst and then add themtogether. Imagine the case when

P =4; Q =1andM b =N b =L b =4. Eachprocessor has 1�4blocks of AandB, andit has

1�4 blocks of Cafter the computation. But processors need 4�4 blocks to store their own

partial products. Thus, memoryrequirements do not scale well.

Processors canmultiplyone blockcolumnof Awithwhole blocks of Bineachsteptoavoid

nonscalable memoryuse. Inthe �rst step of Figure 12, P 0, P2, andP 4 compute C (0; 0: 5 : 2)

bymultiplyingA(:; 0) withB(:; 0 : 5 : 2). The computedblocks of Care placed inP 0. These
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(b) Snapshot of the first stage from processor point-of-view
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Figure 11: Snapshot of C=A T � Bwhen P =Q =3 andM b =N b =L b =6. (a) From
the matrixpoint-of-view, the computed blocks of the matrixC in the �rst two stages of the
transposed matrixmultiplicationalgorithmare shaded. (b) Snapshot of the �rst stage from
the processor point-of-view. The shaded area of AandB represents blocks to be multiplied,
andthat of Cdenotes blocks computedfromthemultiplication. Onlydiagonal processors have
results inthe �rst stage. After eachstage, Ais shifted to the left.

each consisting of 6�6 blocks, are distributed over a 3�3 processor template as shown in

Figure 11. In each stage, everyQ-thwrapped block diagonal of C is computed. In the �rst

stage, as shown in Figure 11 (b), the processors in the �rst columnof the template, P 0, P3,

andP 6, multiplythe zerothandthirdblockcolumns of A(A(:; 0 : 5 : 3)) withthe zerothand

thirdblock columns of B (B(:; 0 : 5 : 3)). They compute their ownportionof multiplications

andadd themto obtain2�2 blocks of C (C (0 : 5 : 2; 0 : 5 : 2)), whichare placed inP 0. In

this example, where the template is square, only the diagonal processors P 0, P4, andP 8 have

the computed blocks of C for each columnof the template. After the �rst stage, Ashifts to

the left. The next wrappeddiagonal processors P 2, P3, andP 7 have the computedblocks of C

inthe second stage.

Figure 12 shows the case of P =3, Q =2, where C is computed in two stages. The �rst
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DOI 1=0; Q�1
DOI 2=0; M b= Q�1

I =I 1+I 2�Q
PARDOJ =0; N b �1

I P =MOD (I +MOD (J ; Q); Mb)
PARDOK1=0; P �1

T (K1) =0: 0
DOK2=0; L b= P �1

K =K1+K2�P
T(K1) =T(K1)+[A(K; I P )] T � B(K; J )

ENDDO
ENDPARDO
DOK1=0; P �1

C(I P ; J ) =C(I P ; J )+T(K1)
ENDDO

ENDPARDO
ENDDO
[Roll Aleftwards]

ENDDO

Figure 10: The transposedmatrixmultiplicationalgorithm, C=A T �B. The outer loophas
beensplit intoloops over I 1andI 2 so that the communicationfor several steps canbe sent in
a single message.

are evaluated. Each step consists of block matrixmultiplication to formcontributions to a

wrappeddiagonal blockof C, followedbysummationover columns. Finally, a communication

phase shifts Ato the left byone block.

As intheMDB1matrixmultiplicationalgorithmof Section3.2, the communicationlatency

is reduced by simultaneously performingmultiple instances of the outer I loop separated by

LCM. Againthe communicationlatency is reduced further when instances of the outer loop

separatedbyQ are executedtogether as intheMDB2algorithm. The blocks of Areturntothe

same processor fromwhichthey startedafter theyhave beenrolledQ times. So the algorithm

proceeds inQ stages, in each of which dL b= Qe wrapped diagonal blocks of C are computed.

The pseudocode of the modi�edalgorithmis showninFigure 10.

The transposed matrix multiplication algorithmis conceptually simpler than the non-

transposedmatrixmultiplicationalgorithm. InC=A T �B, processors inthe same columnof

the template compute andaddtheir products, anddistribute the summations to the appropri-

ate positions. The most di�cult aspect when implementing the algorithmis howto addand

distribute the products e�ciently.

As an example, consider the matrixmultiplicationC=A T �Bwhere matrices AandB,
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DOI =0; M b �1
PARDOJ =0; N b �1

I P =MOD (I +J ; Mb)
PARDOK =0; L b �1

T(K) =[A(K; I P )] T � B(K; J )
ENDPARDO
DOK =0; L b �1

C(I P ; J ) =C(I P ; J ) +T(K)
ENDDO

ENDPARDO
[Roll Aleftwards]

ENDDO

Figure 9: The basic transposed matrix multiplication algorithm, C =A T � B for a block
scattereddecomposition. [A(K; I P )] T is the transpose of blockA(K; I P ). This algorithmneeds
a sequential DOloopto computeC (I P ; J ) byaddingthe temporaryresults T (K) columnwise.

computationis like a bl ock versionof matri x-matri x multiplication.

The communicationschemeof theMDB2algorithmcanbe changedtorowwisebroadcasting

of dL b= P e blocks of Aand columnwise shifting of presortedBwithout decreasing its perfor-

mance. The twoschemes have the same number of steps andthe same amount of computation

per processor ineachstep, but theyhave di�erent communicationstrategies.

3. 3.TransposedMatri x Mul ti pl i cati on Al gori thm, C=AT �B

Wenowdescribe the multiplicationof transposedmatrices, that is, multiplications of the form,

C =A T � B and C =A� B T . The multiplication algorithmof two transposed matrices,

C=A T �BT , is presentedinSection3.4. LinandSnyder [24 ] has givenanalgorithmcomputing

C=A�B based on a block distribution, that �rst transposes one of the matrices and then

uses a series of blockmultiplicationandreductionsteps to evaluateC.

Consider �rst C=A T �B, where AandBare L b �M b andL b �N b blocks, respectively,

andtheyare distributedwitha blockscattered decomposition. C (I ; J ) is thencomputedby

C (I ; J ) =

Lb�1

K=0

[A(K; I )]T �B(K; J ) (3)

where I =0; 1; : : :; Mb �1, J =0; 1; : : :; Nb �1 and [A(K; I )] T is the transposed block of

A(K; I ). As inEquation2, block indices are used, andthe order of summationis arbitrary.

Figure 9gives the pseudocode of the basic transposedmatrixmultiplicationalgorithm. The

algorithmproceeds inL b steps, in eachof whichblocks of C lying along a wrapped diagonal
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Figure 7: Snapshot of MDB2algorithm. Ineachstage, four (L b= Q =12= 3) wrappeddiagonals
are columncast. The total number of stages is Q.
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Figure 6: Snapshot of MDB1algorithm. Inthis case P =2, Q =3, andso the LCM of P and
Q is 6. Ineachstage, two(dL b= LCMe=12= 6) wrappeddiagonals are columncast. The total
number of stages is LCM.

phase in the outer loop. Figure 7 shows the four (dL b= Qe =12= 3) wrapped diagonal blocks

of Bbroadcast ineachstage. The pseudocode for this versionof the algorithmis the same as

that shown inFigure 5, except that \LCM" is replaced by \Q." This is called the \MDB2

(Multiple Diagonal Broadcast 2)"algorithm.

Inimplementingthe MDB2algorithm, the granularityof the algorithmis increased. Inthe

�rst stage shown in Figure 7 (K1 =0), the �rst processor P 0 multiplies a columnblockA

(A(0 : 11 : 2; 0)) withB(0; 0); B(0; 3); B(0; 6) andB(0; 9). These blocks of Bare horizontally

adjacent in the 2-dimensional submatrix in P 0, and forma long block rowB(0; 0 : 11 : 3).

These operations are replaced byone multiplication. P 0 multiplies a long block columnof A

(A(0 : 11 : 2; 0)) with a long block rowof B (B(0; 0 : 11 : 3)). The combinedmultiplication

looks like a bl ock versionof the outer product operation. Since dL b= LCMe =2, P 0 needs to

do another outer product operationat the same step, A(0 : 11 : 2; 6) withB(6; 0 : 11 : 3), as

showninFigure 8 (a).

InMDB2 algorithm, the granularityof the algorithmis maximized. P 0 has twoblockrows

of Bto broadcast (B(0; 0 : 11: 3) andB(6; : 11 : 3)), whichare condensed to one large matrix

(B(0 : 11 : 6; 0 : 11 : 3)) for economical communications. If blockcolumns of Aare presorted

with radixLCM in the beginning of the algorithm(or radixLCM= Q in each processor) as

showninFigure 8(b), twoblockcolumns of A(A(0 : 11: 2; 0) andA(0 : 11: 2; 6)) are accessed

as one large matrix (A(0 : 11 : 2; 0 : 11 : 6)). Now, P 0 can complete its operation with one

large matrixmultiplicationof A(0 : 11 : 2; 0: 11: 6) andB(0 : 11: 6; 0: 11 : 3). All processors

compute one matrixmultiplication in each step instead of dL b= LCMe multiplications. The
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DOK1=0; LCM�1
[Columncast L b= LCM blocks of B(B(I ; J : Nb : LCM); I =0: Lb;
J =MOD (I +K1; LCM)) along eachcolumnof template]
DOK2=0; L b= LCM�1

K =K1+K2�LCM
PARDOI =0; M b �1

KP =MOD (K +MOD (I ; LCM); Lb)
PARDOJ =0; N b �1

C(I ; J ) =C(I ; J ) +A(I ; KP ) � B(KP ; J )
ENDPARDO

ENDPARDO
ENDDO
[Roll Aleftwards]

ENDDO

Figure 5: MDB1algorithm, whichis adistributedmatrixmultiplicationalgorithmsuitable for
a blockscattered decomposition. The outer K loophas been split into loops over K1 andK2
so that the communicationfor several steps canbe sent ina single message.

LCM blocks as anLCM block. Blocks belong to the same processor if their relative locations

are the same ineachsquareLCM block. The concept of theLCM blockis veryuseful, since an

algorithmmaybe developedfor the �rst LCM block, and thenbe appliedto the other LCM

blocks, whichall have the same structure anddatadistributionas the �rst LCM block. That

is, whenanoperation is executed ona blockof the �rst LCM block, the same operation can

be done simultaneously onother blocks, whichhave the same relative location in eachLCM

block.

For ablockscattereddecompositionthe communicationlatencycanbe reducedbyperform-

ingmultiple instances of the outer K loop(see Figure 3) together. The communicationlatency

is reduced when instances of the outer K loop separated byLCM are grouped together, as

showninFigure 5. We call this the MDB1(Multiple Diagonal Broadcast 1) algorithm. Inthis

case the parallel algorithmproceeds inLCM stages, ineachof whichdL b= LCMe blocks of the

Bmatrixare broadcast downeachcolumnof the template bya single communicationphase in

the outer loop. InFigure 6we showthe two(dL b= LCMe=12= 6) wrappeddiagonal blocks of

Bbroadcast inthe �rst twostages of the algorithm. The size of the submatrices multipliedin

eachprocessor cannot be increasedandit is the same as inthe SDBalgorithm.

The communicationlatencycanbe reducedevenfurther bynotingthat the data for matrix

A returns to the processor in which it started after Ahas been rolledQ times. Thus, we

introduce a thirdvariant of the parallel algorithmthat proceeds inQ stages, ineachof which

dL b= Qe blocks of B are broadcast down each template column by a single communication
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Figure 4: Snapshot of SDBalgorithm. The blocks of the matrixBcommunicatedin the �rst
two stages of the matrixmultiplicationalgorithmare shownshaded. In this case P =2 and
Q =3. Ineachstage, onlyone wrappeddiagonal is columncast. The total number of stages is
Lb.

3. 2.Matri x Mul ti pl i cati on Al gori thmwi th Bl ock Scattered Decomposi ti on

We nowconsider the multiplicationof matrices distributedwitha blockscattered decomposi-

tion. The blocksizes for matricesAandBare r�s ands �t, respectively, where r , s , andt are

arbitrary. Inthis case the summationinrowI starts at K =I , so the blocks of Bbroadcast in

each stage lie alongdiagonal stripes. The parallel algorithmproceeds inL b stages, in eachof

whichone blockof Bis broadcast alongeachcolumnof the template, andAis rolledleftwards.

We call this the SDB(Single Diagonal Broadcast) algorithm.

Figure 4shows, fromthe matrixpoint-of-view, the wrappeddiagonal blocks of Bbroadcast

in the �rst two stages of the SDBalgorithm, where Bwith12�12 blocks is distributed over

a 2�3 template. Only one wrapped diagonal is columncast in each stage. In implementing

the algorithm, the size of the submatrices multipliedineachprocessor shouldbe maximizedto

optimize the performance of the sequential xGEMMroutine. Fromthe processor point-of-view,

as shown in Figure 2 (b), the �rst processor P 0 has A(0 : 11 : 2; 0 : 11 : 3) andB(0 : 11 :

2; 0 : 11 : 3), and it will have C (0 : 11 : 2; 0 : 11 : 3) after the computation. In the �rst stage

of Figure 4 (K =0), P 0 multiplies A(0; 0); A(2; 0); � � �; A(10; 0) withB(0; 0). These operations

can be combinedas one matrixmultiplicationsince blocks of A(0; 0); A(2; 0); � � � ; A(10; 0) are

verticallyadjacent inP 0. The processor multiplies a long blockcolumnof A(A(0 : 11 : 2; 0))

withone blockB(0; 0). This is the reasonwhywe prefer a scheme of columnwise broadcasting

Btoa scheme of rowwise broadcastingAinour Fortranimplementation, where 2-dimensional

arrays are storedbycolumns.

Denoting the least commonmultiple of P andQ byLCM, we refer to a square of LCM�
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DOK =0; L b �1
[Columncast one blockof B(B(I ; MOD (I +K; Nb)); I =0: Lb)
along eachcolumnacross template]
PARDOI =0; M b �1

KP =MOD (K +I ; Lb)
PARDOJ =0; N b �1

C(I ; J ) =C(I ; J )+A(I ; KP ) � B(KP ; J )
ENDPARDO

ENDPARDO
[Roll Aleftwards]

ENDDO

Figure 3: Adistributed block scattered matrixmultiplication algorithm. The PARDO's in-
dicate over which indices the data are decomposed. All indices refer to blocks of elements.
Communicationphases are indicated insquare brackets.

blockrows andN b blockcolumns. Block(I ; J ) of C is thengivenby

C (I ; J ) =

Lb�1

K=0

A(I ; K) �B(K; J ) (2)

where I =0; 1; : : :; Mb �1, J =0; 1; : : :; Nb �1. In Equation 2 the order of summation is

arbitrary.

Fox et al. initially considered only the case of square matrices in which each processor

contains asingle rowor asingle columnof blocks. That is, the blocks that start the summation

lie along the diagonal. The summationis started at a di�erent point for eachblockrowof C

so that in the phase of the parallel algorithmcorresponding to summation indexK, A(I ; K)

andB(K; J ) canbe multipliedinthe processor towhichC (I ; J ) is assigned.

This requires eachprocessor containingablockof BtobemultipliedinstepK tobroadcast

that blockalong the columnof the processor template at the start of the step. AlsoAmust

be rolled leftwards at the endof the step so that eachcolumnis overwrittenbythe one to the

right, withthe �rst columnwrapping roundto overwrite the last column. The pseudocode for

this algorithmis shown inFigure 3. Another variant of this algorithminvolves broadcasting

blocks of Aover rows, androllingBupwards.

InFigure 3 andsubsequent �gures a \columncast" is a communicationphase inwhichone

data item(typically a block, or set of blocks) is taken fromeachblock columnof the matrix

and is broadcast to all the other processors in the same column of the processor template.

A\rowcast" is similar, but broadcasts a data itemfromeach block rowof the matrix to all

processors inthe same rowof the template.
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(b) processor point-of-view

Figure 2: AmatrixAwith12�12 blocks is distributedover a 2�3 processor template. (a)
Fromthematrixpoint-of-view. Eachshadedandunshadedarearepresents adi�erent template.
The numberedsquares represent blocks of elements, andthe number indicates at whichlocation
in the processor template the block is stored { all blocks labeled with the same number are
stored inthe same processor. The slanted numbers, onthe left andon the topof the matrix,
represent global indices of block rowand block column, respectively. (b) Fromthe processor
point-of-view, eachprocessor has 6�4blocks.

3. lgorit ms

Toillustratethebasic parallel algorithmweconsider amatrixAdistributedover a2-dimensional

processor template as shown in Figure 2 (a), where Awith 12�12 blocks is distributed

over a 2�3 template. If the matrix distribution is seen fromthe processor point-of-view

as in Figure 2 (b), each processor has several blocks of the matrix and the scattered blocks,

A(0; 0); A(2; 0); A(4; 0); � � �; A(10; 0) are vertically adjacent in the 2-dimensional array in the

�rst processor P 0, and canbe accessed as one long blockcolumnA(0 : 11 : 2; 0). In the same

way, A(0; 0); A(0; 3); A(0; 6); A(0; 9) are horizontally adjacent in P 0, and can be accessed as

one long block rowA(0; 0 : 11 : 3). We exploit this property in implementing the algorithms

to deal with larger matrices instead of several small individual blocks. We assume data are

stored by column in both our Fortran 77 and message passing implementation. In general,

the algorithms are presented fromthe matrix point-of-view, which is simpler and easier to

understand. In dealing with the implementationdetails, we explain the algorithms fromthe

processor point-of-view.

3. 1.The Basi c Matri x Mul ti pl i cati on Al gori thm

Our matrixmultiplicationalgorithmis ablockscattered variant of that of Fox, Hey, andOtto

[20], that deals witharbitrary rectangular processor templates.

Suppose the matrixAhasM b blockrows andL b blockcolumns, andthe matrixBhas L b
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(a) multiplicationof square matrices
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(b) multiplicationof non-square matrices

Figure 1: Performanceof DGEMMonone i860processor of the Delta. (a) The routine is tested
withA M�M �BM�M , AM�M=2 �BM=2�M , andA M=2�M �BM�M=2 , where \�"denotes matrix
multiplication, and(b) testedwithA 500�M �BM�500 andA M�500 �B500�M.
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anonscattereddistributedversionof xGEMM, andtransformingthe datadecompositiontothis

formif necessary eachtime xGEMMis called, or of providinga scattered versionandthereby

avoidinghavingtotransformthedatadecomposition. Weopt for the latter solutionbecause it is

more general, anddoes not impose onthe user the necessityof potentiallycostlydecomposition

transformations. Since the nonscattered decomposition is just a special case of the scattered

decomposition in which the block size is given by r =dM= P e and s =dN= Qe, where the

matrixsize is M�N , the user still has the optionof using a nonscattered decomposition for

the matrixmultiplication and transforming between decompositions if necessary. The Basic

Linear AlgebraCommunicationSubprograms (BLACS) are intendedtoperformdecomposition

transformations of this type [4 ,12,17].

The decompositions of all matrices involved in a call to a Level 3 BLAS routine must be

compatible with respect to the operation performed. To ensure compatibilitywe impose the

conditionthat all the matrices be decomposedover the same P �Q processor template. Most

distributed Level 3 BLAS routines will also require conditions on the block size to ensure

compatibility. For example, inperforming the matrixmultiplicationC=A�B, if the block

size of Ais r �s then that of BandCmust be s �t andr �t , respectively.

Another advantageous aspect of the distributed Level 3 BLAS is that often a distributed

routine will call sequential Level 3 BLAS routines. For example, the distributed version of

xGEMM, described inSection3.2, consists of a series of steps ineachof whicheachprocessor

multiplies twolocal matrices bya call to the sequential versionof xGEMM. Since highlyopti-

mizedassembly-codedversions of the sequential Level 3BLASalreadyexist onmost processors

we cantake advantage of these inthe distributed implementation.

Figure 1 (a) shows the performance of the DGEMMroutine for square matrices on one

i860processor of the Intel TouchstoneDelta. Ingeneral, performance improves withincreasing

matrixsize andsaturates for matrices of size greater thanM =150. Figure 1(b) shows that in

our Fortranimplementation, for nonsquare matrices, amultiplicationa columnshape of Aby

a rowshape of B is more e�cient than its opposite. Inboth the square andnonsquare cases,

the size of thematrices multipliedshouldbemaximizedinorder tooptimizeperformance of the

sequential assembly-codedversionof xGEMMroutines. Thus, inthePUMMAroutines, instead

of multiplying individual blocks successively on each processor, blocks are conglomerated to

formlarger matrices whichare thenmultiplied.

The distributedLevel 3BLASroutines have similar argument lists to the sequential Level

3BLASroutines. Inthe distributedxGEMMroutine, for example, original matricesAandB,

are preservedas inthe sequential routine. Users, whoare familiar withthe sequential routines,

shouldhave no di�cultyinusing the distributedroutines.
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plementations of matrixmultiplicationalgorithms ondistributedmemorymachines [20 ,21,24].

Many of themare limited in their use since they are implemented with a pure block (non-

scattered) distribution, or speci�c (not general-purpose) data distribution, and/or on square

processor con�gurations witha speci�c number of processors (columnand/or rownumbers of

processors are powers of 2). The PUMMApackage eliminates all of these constraints.

The �rst part of this paper focuses onthe designandimplementationof the non-transposed

matrixmultiplicationroutine ondistributedmemoryconcurrent computers. We thendeal with

the other cases. Aparallel matrixtranspose algorithm, inwhichamatrixwithablockscattered

decompositionis transposedover a two-dimensional processor mesh, is presented ina separate

paper [10 ]. All routines are implementedinFortran77plus message passingandcomparedon

the Intel Touchstone Delta computer.

2. esignIssues

The way in which an algorithm's data are distributed over the processors of a concurrent

computer has a major impact on the load balance and communication characteristics of the

concurrent algorithm, andhence largelydetermines its performance andscalability. The block

scattered (or block cyclic) decomposition provides a simple, yet general-purpose, way of dis-

tributingablock-partitionedmatrixondistributedmemoryconcurrent computers. Inthe block

scattered decomposition, described in detail in [8 ], a matrix is partitioned into blocks of size

r �s , andblocks separatedbya�xedstride inthe columnandrowdirections are assignedtothe

same processor. If the stride inthe columnandrowdirections is P andQ blocks respectively,

then we require that P Q equals the number of processors, N p. Thus, it is useful to imagine

the processors arranged as aP �Q mesh, or template. Then the processor at position (p ; q)

(0 p < P , 0 q < Q) inthe template is assignedthe blocks indexedby,

(p +i P ; q +j Q); (1)

where i =0; : : :; b(Mb �p �1)= P c, j =0; : : :; b(Nb �q �1)= Qc, andM b �N b is the size of the

matrixinblocks.

Blocks are scattered inthis waysothat goodloadbalance canbemaintainedinalgorithms,

such as LUfactorization [7 ,16], inwhich rows and/or columns of blocks of a matrix become

eliminated as the algorithmprogresses. However, for some of the distributed Level 3 BLAS

routines a scattered decompositiondoes not improve load balance, andmay result in higher

concurrent overhead. The general matrix-matrixmultiplicationroutine xGEMMis anexample

of such a routine for which a pure block (i.e., nonscattered) decomposition is optimal when

considering the routine in isolation. However, xGEMMmay be used in an application for

which, overall, a scattereddecompositionis best. Weare facedwiththe choice of implementing



1. Introduction

Current advanced architecture computers possess hierarchical memories in which accesses to

data in the upper levels of the memoryhierarchy (registers, cache, and/or local memory) are

faster than those in lower levels (shared or o�-processor memory). One technique to more

e�ectively exploit the power of suchmachines is to developalgorithms that maximize reuse of

data held in the upper levels of the hierarchy, thereby reducing the need for more expensive

accesses to lower levels. For dense linear algebra computations this can be done by using

block-partitionedalgorithms, that is by recasting algorithms in forms that involve operations

on submatrices, rather than individual matrix elements. An example of a block-partitioned

algorithmfor LUfactorizationis givenin[7 ,16]. The Level 3Basic Linear AlgebraSubprograms

(BLAS) performa number of commonly-usedmatrix-matrix operations, and are available in

optimizedformonmost computingplatforms rangingfromworkstations uptosupercomputers

[13].

The Level 3BLAShave been successfullyusedas the buildingblocks of anumber of appli-

cations, includingLAPACK, a software librarythat uses block-partitionedalgorithms for per-

formingdense andbandedlinear algebracomputations onvector andsharedmemorycomputers

[2,3,9,11,14]. On sharedmemorymachines block-partitionedalgorithms reduce the number of

times that datamost be fetched fromsharedmemory, while ondistributedmemorymachines

they reduce the number of messages required to get data fromother processors. Thus, there

has been much interest recently in developing versions of the Level 3 BLAS for distributed

memoryconcurrent computers [1 ,6,18,19].

An important routine inthe Level 3BLAS is xGEMMfor performingmatrix-matrixmul-

tiplication. The general purpose routine performs the followingoperations:

C ( � A � B +� C

C ( � AT � B +� C

C ( � A �BT +� C

C ( � AT �BT +� C

where \�"denotes matrixmultiplication, A, BandCare matrices, and� and� are scalars.

Inthis paper, wepresent theParallel Universal MatrixMultiplicationAlgorithms(PUMMA)

for performing the above operations ondistributedmemoryconcurrent computers. Uni versal

means that the PUMMAinclude all the above multiplication routines and that their per-

formance depends weakly on processor con�guration and block size. Ablock scattered data

distributionis used, whichcanreproduce manyof the commondatadistributions usedindense

linear algebracomputations [8 ,16], as discussed inthe next section. There have beenmanyim-
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i cati on ro ti nes =A � , =A� , an =A � , or a oc scattere ata

i stri ti on. he ro ti nes er or e ci ent or a i e ran e o rocessor con rati ons

an oc si es. he to ether ro i e the sa e ncti ona i t as the e e

ro ti ne . etai s o the ara e i e entati on o the ro ti nes are i en,

an res ts are resente or r ns on the nte o chstone e ta co ter.
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