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e propose to design and implement a transportable linear algebra library in Fortran 77 for efficient use on
t

c
high-performance computers. The library is intended to provide a uniform set of subroutines to solve the mos
ommon linear algebra problems and to run efficiently on a wide range of architectures. This library, which will

a
be freely accessible via computer network, not only will ease code development, make codes more portable
mong machines of different architectures, and increase efficiency, but also will provide tools for evaluating

p
computer performance. The library will be based on the well-known and widely used LINPACK and EISPACK
ackages for linear equation solving, eigenvalue problems, and linear least squares. LINPACK and EISPACK

t
d
have provided an important infrastructure for scientific computing on serial machines, but they were no
esigned to exploit the profusion of parallel and vector architectures now becoming available. We propose to

s
e
restructure the algorithms in terms of calls to a small number of extended Basic Linear Algebra Subroutine
ach of which implements a basic operation such as matrix multiplication, rank- matrix updates, and the solu-k

l
a
tion of triangular systems. These operations can be optimized for each architecture, but the underlying numerica
lgorithms will be the same for all machines.
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1. Introduction and Objectives

We propose to design and implement a transportable linear algebra library in Fortran 77 for

m

efficient use on a wide range of high-performance computers. The production of such a library for the

ost commonly encountered problems of linear algebra would have several benefits:

a(1) It would facilitate the development of scientific codes on high-performance computers. This are

was recently identified by the Computational Science and Engineering Initiative of the National

m

Science Foundation as in serious need of development. The large and growing variety of

achine architectures puts a heavy burden on the scientific programmer to use each machine

f

a

efficiently, since speed is the major reason to use high performance computers. The availability o

highly efficient library for standard linear algebra problems on each major machine would free

(

the programmer to work on more interesting parts of the code.

2) It would increase the portability of scientific codes between different computing environments.

t

Programs written largely in terms of calls to a standard library would require less work to tune to

he new computer architecture, since the library routines would already be tuned.

s(3) It would improve the utilization of a scarce resource. By making efficient, state-of-the-art code

available even to beginning users, more efficient use could be made of expensive supercomputer

(

cycles.

4) It would provide tools to aid performance evaluation of computers. A national study [1] has

s

identified the evaluation of supercomputer performance as an area in need of development and

tandardization.

To realize these benefits, the new library must satisfy several criteria. First, the library must be

-

f

highly efficient, or at least "tunable" to high efficiency, on each machine. Otherwise it will not be use

ul for benchmarking, nor will it improve utilization; and users will continue to write their own (not

m

necessarily better) algorithms. Second, the user interface must be uniform across machines. Otherwise

uch of the convenience of portability would be lost. Third, the programs must be widely available.

c

The success of the NETLIB facility [6] has demonstrated how useful and important it is for these

odes to be available easily, and preferably on line. We propose to distribute the new library in a simi-

s

lar way, for no cost or a nominal cost only. In addition, the programs must be well documented, in the

tyle of the LINPACK manual [2].

To achieve these goals, we propose a linear algebra library, based on the successful EISPACK

[11, 9] and LINPACK [2] libraries, with the following further developments:

• integration of the two sets of algorithms into a unified library, with a systematic design;

•

• incorporation of recent algorithmic improvements; and

restructuring of the algorithms to make as much use as possible of the Basic Linear Algebra

Subprograms (BLAS). Use of the BLAS is the basis of our approach to achieving efficiency, and
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is discussed at greater length in Section 2.2.

In short, such a library would become a central part of the infrastructure of a growing high-

a

performance scientific programming environment, much as conventional libraries for serial machines

re essential to conventional scientific computing.

Section 2 describes technical aspects of the project, and Section 3 the proposed organization.

2

2. Outline of the Project

.1 Contents

The new library will provide approximately the same functionality as LINPACK and EISPACK

-

d

together, namely, solution of systems of simultaneous linear equation, least-squares solution of over

etermined systems of equations, and solution of matrix eigenvalue problems (standard and general-

l

a

ized). The associated matrix factorizations (LU, Cholesky, QR, SVD, Schur, generalized Schur) wil

lso be provided, as will related computations such as reordering of the factorizations and condition

e

m

numbers (or estimates thereof). Dense and band matrices will be provided for, but not general spars

atrices. In all areas, similar functionality will be provided for real and complex matrices.

r

m

Many of the algorithms of LINPACK and EISPACK will be carried over with only mino

odifications to their numerical behavior, although often with extensive restructuring of the code in

e

t

order to improve performance (see Section 2.2). Some algorithms may be deleted, especially wher

here is duplication or overlap in functionality between the contents of the two packages or if they are

.

W

no longer thought to be useful. Other algorithms may be extended to provide additional functionality

here the state of the art is sufficiently clear, new algorithms will be added. In some cases the rela-

h

tive merits of competing algorithms will be re-examined in the light of their performance on modern

igh-performance computers.

Test software will be developed, building on the test software already developed for EISPACK,

2

LINPACK, and the BLAS. Timing programs will be provided to measure efficiency.

.2 Use of the BLAS

Our approach to achieving high efficiency will be based on the use of a limited set of the Basic

Linear Algebra Subprograms (BLAS).

LINPACK was constructed using the original set of BLAS, which perform low-level operations

B

such as dot-products and adding of the multiple of one vector to another [10]. We shall refer to these

LAS as Level 1 BLAS. Efficient implementations of the Level 1 BLAS enabled LINPACK routines

f

t

to achieve high efficiency on some of the most powerful scalar machines. However, the granularity o

he operations is too small for effective use of the power of most vector or parallel machines.

-

l

More recently, higher level BLAS have been specified which perform operations of larger granu

arity, namely, matrix-vector operations (Level 2 BLAS [4]) and matrix-matrix operations (Level 3

)BLAS [3]): for example, matrix-vector (or matrix-matrix) multiply-and-add, rank-one (or rank-k
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s

o

matrix update, or solution of a triangular system (or systems) of equations. Optimized implementation

f Level 2 BLAS can come close to achieving the maximum possible efficiency on a large class of

m

uniprocessor vector machines. However, their performance is still well below the best possible on

ultiprocessor machines and on machines where the performance is limited by the data traffic between

f

L

different levels of memory. Better performance on these machines can be achieved by the use o

evel 3 BLAS.

We intend to code the routines in the new library so that as much of the computation as possible

-

t

is performed by calls to Level 2 or Level 3 BLAS. Efficiency can then be achieved by linking the rou

ines to optimized implementations of the BLAS.

We do not regard the provision of optimized implementations of the BLAS as part of this project,

i

although we shall do as much as we can to encourage and assist such provision. Specifications, model

mplementations, and test programs are already available. We hope that vendors or other users will take

.

I

up the challenge of optimizing the performance of the Level 2 or Level 3 BLAS on specific machines

deally, vendors of high-performance computers will supply optimized BLAS as part of their run-time

B

libraries delivered with every machine (similar to SCILIB on CRAY machines). (For the Level 2

LAS this is already beginning to happen. The Level 3 BLAS have been specified very recently, and

their specification is still to some extent provisional.)

The scope for using Level 2 or Level 3 BLAS varies among the different algorithms that are pro-

s

posed. In some algorithms (e.g. computing eigenvalues of a symmetric tridiagonal matrix) there is no

cope at all. In the majority of the algorithms there is certainly scope for using Level 2 BLAS, and a

considerable amount of experience of doing so has already been accumulated [5, 7, 8].

To exploit Level 3 BLAS, one usually must restructure the algorithm into a "block" form, in

n

t

which the original matrices are partitioned into submatrices or blocks, and the algorithm is expressed i

erms of basic matrix-matrix operations on the blocks. Many authors have demonstrated the

e

p

effectiveness of block algorithms on many of our target machines (see the references cited in [3]). Th

erformance of the algorithms depends on the dimensions chosen for the blocks. It will therefore be

d

necessary to investigate the appropriate blocking strategy for each of our target machines, and then

evelop a mechanism whereby the routines can determine good block dimensions automatically (possi-

bly via a machine-specific enquiry function).

Block algorithms generally require an unblocked version of the same algorithm to be available to

o

p

operate on a single block. Therefore, the development of the software will fall naturally into tw

hases: first, develop unblocked versions of the routines, calling the Level 2 BLAS wherever possible;

then develop blocked versions where possible, calling the Level 3 BLAS.

It is likely that this project will reveal the need for a few additional basic routines whose perfor-

c

mance may need to be optimized for different architectures and may be regarded as extensions to the

urrent sets of BLAS (e.g., applying sequences of plane rotations to a matrix).

-

a

We believe that if we are developing the library in Fortran 77 (see Section 2.4), the only reason

ble means of identifying matrix-vector or matrix-matrix operations within the algorithms is to write
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xplicit calls to BLAS-type routines. It is not likely that many compilers will be able to recognize

r

F

operations of this level of granularity if coded in standard Fortran 77. Array syntax, as proposed fo

ortran 8X, would be preferable (at least for some operations) but is not available except as non-

standard features on a few machines.

Both the algorithms in the library and the higher level BLAS from which they would be con-

C

structed would serve as benchmarks for supercomputer performance evaluation. A report from the

ommittee on Supercomputer Performance and Development[1] has recommended using a range of

l

routines from program kernels (like the BLAS) and basic routines (like LINPACK and EISPACK) to

arge application codes (such as radiation transport and fluid dynamics) for benchmarks. Our proposed

d

o

effort would supply useful routines for this work. The new library would also provide a lower boun

n performance, which any competing algorithm would have to exceed.

2.3 Target Machines

The class of machines on which the library will be designed to perform efficiently consists of

a

machines with one or more processors, each of which has a powerful vector-processing capability. It is

ssumed that the number of such processors is modest (no more than 20, say). This class of machines

s

includes all of the most powerful machines that are currently available and in use for general-purpose

cientific computing: CRAY-2, CRAY X-MP, CYBER 205, ETA-10, Fujitsu/Amdahl VP, IBM

3090/VF, NEC SX, Alliant FX/8, Convex C-1, and Scientific Computer Systems SCS-40.

We do not claim that the strategy of using Level 2 or Level 3 BLAS will necessarily attain

l

d

optimal performance on all these machines; indeed, some algorithms can be structured in severa

ifferent ways, all calling Level 3 BLAS, but with different performance characteristics. In such cases

f

t

we shall aim to choose the structure that provides the best ‘‘average’’ performance over the range o

arget machines.

We hope that the library will also perform well on a wider class of parallel machines, including

the IBM RP3, BBN Butterfly, Sequent Symmetry, Encore Multimax, and FPS T-Series.

On conventional serial machines, the performance of the library is expected to be at least as good

e

f

as that of the current LINPACK and EISPACK codes. Thus the library will be available and suitabl

or use across the whole range of machines from personal computers to supercomputers to experimen-

2

tal architectures.

.4 Programming Language and Style

The software will be developed in standard Fortran 77, using extensions to the standard only

where necessary.

Single- and double-precision versions will be prepared; conversion between different precisions

will be performed automatically by software tools.

Routines for complex matrices will use the COMPLEX data type (like LINPACK, but unlike

EISPACK); hence the availability of a double-precision complex (COMPLEX*16 or DOUBLE
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x

m

COMPLEX) data type will be assumed as an extension to Fortran 77. Routines for real and comple

atrices will be written in such a way as to maintain a close correspondence between the two, and to

c

e

permit automatic transformation, as far as possible; however, in some algorithms (e.g., unsymmetri

igenvalue problems) the correspondence will necessarily be weaker.

c

c

The code will be written to permit as much automatic vectorization as possible. Machine-specifi

ompiler directives may be required to communicate vectorizability or parallelism. We shall also take

r

S

care to make the code safe for use in multitasking applications (i.e., avoiding the use of COMMON o

AVEd variables). Our aim is to make the code entirely machine-independent if possible, and other-

-

p

wise to use software tools to generate variant versions, or to limit machine-dependencies to a few sim

le enquiry routines.

It is regrettable that Fortran 8X is not yet available to implement the library. Fortran 8X is likely

-

m

to have a number of features that would improve the design and coding of the library—optional argu

ents, dynamic allocation of workspace, and array features, to name a few. However, if we are to

-

s

begin development and testing of the library now on our range of target machines, there seems no rea

onable choice other than Fortran 77.

n2.5 User Interface and Documentatio

The user interface to the routines will be similar in style to that of LINPACK. Routine names

will follow a systematic scheme, and arguments will appear in a systematic order.

We intend to provide a set of top-level driver routines that can solve a complete problem (e.g.,

a

compute all eigenvalues and eigenvectors of a symmetric matrix). The top-level routines will each call

number of lower level routines which perform the parts of the solution (e.g., reduction to tridiagonal

a

form, accumulation of the orthogonal transformation matrix, compute eigenvectors and eigenvectors of

tridiagonal matrix).

Both levels of routines will be accessible to users and will be documented in a guide, similar in

l

d

many respects to the LINPACK Users’ Guide. The guide will be divided into two parts: the first wil

escribe the top-level problem-solving routines, and the second will describe the lower-level com-

3

ponent routines and the algorithmic details.

. Organization

This project is an outgrowth and a natural transition from the EISPACK and LINPACK packages

-

e

that have been developed over the last 15 years. The project is a joint effort of a number of research

rs at several institutions: Argonne National Laboratory, Courant Institute, and Numerical Algorithms

N

Group Ltd. The first two groups have received funding from the National Science Foundation; the

umerical Algorithms Group in the United Kingdom has agreed to cooperate in this research effort.

c

The three institutions plan to work in a coordinated but independent fashion. Argonne will serve as a

enter for the project and be responsible for collecting, editing, testing material, and distributing the

software. We intend to meet at least twice a year to coordinate activities and discuss developments.
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We shall use test sites to help in testing out ideas and verifying that the software is working

-

g

correctly. The test sites will by necessity receive prerelease versions of the software. Once the pro

rams and test material are ready for distribution to test sites, we will release preliminary copies of the

package to people with a legitimate research interest.

We also plan to distribute working notes to anyone interested and to report at conferences on the

s

b

status, progress, and future directions throughout the project life. The notes are intended to be a mean

y which tentative decisions on technical matters can be disseminated for comment. A secondary pur-

m

pose of the notes is to serve as an archive detailing the progress. It should be stressed that much of the

aterial in the notes will be of a tentative nature and will not represent a commitment to any specific

action.

We encourage anyone with questions or comments about the project to contact any of the princi-

c

pal investigators on the project. Our plan is to keep the project open to the outside. We believe we

an benefit from the advice and exchange among our colleagues.

1
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