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Name 
Rmax  

Country Linpack# Pflops  
Tianhe-2 (MilkyWay-2) 33.9 China NUDT: Hybrid Intel/Intel/Custom 

Titan 17.6 US  Cray: Hybrid AMD/Nvidia/Custom 
Sequoia 17.2 US  IBM: BG-Q/Custom 

K Computer  10.5 Japan Fujitsu: Sparc/Custom 
Mira 8.59 US  IBM: BG-Q/Custom 

Piz Daint 6.27 Switzerland Cray: Hybrid AMD/Nvidia/Custom 
Stampede 5.17 US  Dell: Hybrid/Intel/Intel/IB 
JUQUEEN 5.01 Germany IBM: BG-Q/Custom 

Vulcan 4.29 US  IBM: BG-Q/Custom 
SuperMUC 2.9 Germany IBM: Intel/IB 

TSUBAME 2.5 2.84 Japan Cluster Pltf: Hybrid Intel/Nvidia/IB 
Tianhe-1A 2.57 China NUDT: Hybrid Intel/Nvidia/Custom 
cascade 2.35 US Atipa: Hybrid Intel/Intel/IB 
Pangea 2.1 France Bull: Intel/IB 
Fermi 1.79 Italy IBM: BG-Q/Custom 

Pleiades 1.54 US SGI Intel/IB 
DARPA Trial Subset 1.52 US  IBM: Intel/IB 

Spirit 1.42 US  SGI: Intel/IB 
ARCHER 1.37 UK Cray: Intel/Custom 

Curie thin nodes 1.36 France Bull: Intel/IB 
Nebulae 1.27 China Dawning: Hybrid Intel/Nvidia/IB 

Yellowstone 1.26 US  IBM: BG-Q/Custom 
Blue Joule 1.25 UK  IBM: BG-Q/Custom 

Helios 1.24 Japan Bull: Intel/IB 
Garnet 1.17 US Cray: AMD/Custom 
Cielo 1.11 US  Cray: AMD/Custom 

DiRAC 1.07 UK  IBM: BG-Q/Custom 
Hopper 1.05 US  Cray: AMD/Custom 

Tera-100  1.05 France  Bull: Intel/IB  
Oakleaf-FX  1.04 Japan  Fujitsu: Sparc/Custom 

MPI 1.03 Germany iDataFlex: Intel/IB 

 8 Hybrid Architectures 
 8 IBM BG/Q 
18 Custom X 
12 Infiniband X 
9 Look like “clusters” 

13 4 3 3 3 3 1 1 31 Systems 
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Rank      Site Computer Country Cores Rmax 
[Pflops] 

% of 
Peak 

Power 
[MW] 

MFlops
/Watt 

1 
National University 

of Defense 
Technology 

Tianhe-2 NUDT,  
Xeon 12C 2.2GHz + IntelXeon 

Phi (57c) + Custom 
China 3,120,000 33.9 62 17.8 1905 

2 DOE / OS                 
Oak Ridge Nat Lab 

Titan, Cray XK7 (16C) + Nvidia 
Kepler GPU (14c) + Custom  USA 560,640 17.6 65 8.3 2120 

3 DOE / NNSA                 
L Livermore Nat Lab 

Sequoia, BlueGene/Q (16c)       
+ custom  USA 1,572,864 17.2 85 7.9 2063 

4 RIKEN Advanced Inst 
for Comp Sci 

K computer Fujitsu SPARC64 
VIIIfx (8c) + Custom Japan 705,024 10.5 93 12.7 827 

5 DOE / OS                 
Argonne Nat Lab 

Mira, BlueGene/Q (16c)          
+ Custom USA 786,432 8.16 85 3.95 2066 

6 Swiss CSCS Piz Daint, Cray XC30, Xeon 8C + 
Nvidia Kepler (14c) + Custom  Swiss 115,984 6.27 81 2.3 2726 

7 Texas Advanced 
Computing Center 

Stampede, Dell Intel (8c) + Intel 
Xeon Phi (61c) + IB USA 204,900 2.66 61 3.3 806 

8 Forschungszentrum 
Juelich (FZJ) 

JuQUEEN, BlueGene/Q,  
Power BQC 16C 1.6GHz+Custom Germany 458,752 5.01 85 2.30 2178 

9 DOE / NNSA                 
L Livermore Nat Lab 

Vulcan, BlueGene/Q,  
Power BQC 16C 1.6GHz+Custom USA 393,216 4.29 85 1.97 2177 

10 Leibniz 
Rechenzentrum SuperMUC, Intel (8c) + IB Germany 147,456 2.90 91* 3.42 848 

500     Banking                    HP 
 
 
    USA        22,212       .118        50                       
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Intel Xeon 
8 cores 
3 GHz 

8*4 ops/cycle 
96 Gflop/s (DP) 

Nvidia K20X “Kepler” 
2688 “Cuda cores” 

.732 GHz 
2688*2/3 ops/cycle 
1.31 Tflop/s (DP) 

Commodity Accelerator (GPU) 

Interconnect 
PCI-X 16 lane 

64 Gb/s (8 GB/s) 
1 GW/s 

6 GB 

192 Cuda cores/SMX 
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#1 System on the Top500 Over the Past 20 Years  
(16 machines in that club) 

Top500  List Computer 
r_max 

(Tflop/s) n_max Hours MW 
6/93 (1) TMC CM-5/1024 .060 52224 0.4 
11/93 (1) Fujitsu Numerical Wind Tunnel .124 31920 0.1 1. 
6/94 (1) Intel XP/S140 .143 55700 0.2 

11/94 - 11/95 
(3) Fujitsu Numerical Wind Tunnel .170 42000 0.1 1. 

6/96 (1) Hitachi SR2201/1024 .220 138,240 2.2 
11/96 (1) Hitachi CP-PACS/2048 .368 103,680 0.6 

6/97 - 6/00 (7) Intel ASCI Red 2.38 362,880 3.7 .85 
11/00 - 11/01 (3) IBM ASCI White, SP Power3 375 MHz 7.23 518,096 3.6 
6/02 - 6/04 (5) NEC Earth-Simulator 35.9 1,000,000 5.2 6.4 
11/04 - 11/07 

(7) IBM BlueGene/L  478. 1,000,000 0.4 1.4 
6/08 - 6/09 (3)  IBM Roadrunner –PowerXCell 8i 3.2 Ghz 1,105. 2,329,599 2.1 2.3 

11/09 - 6/10 (2) Cray Jaguar - XT5-HE 2.6 GHz 1,759. 5,474,272 17.3 6.9 
11/10 (1) NUDT Tianhe-1A, X5670 2.93Ghz NVIDIA  2,566. 3,600,000 3.4 4.0 

6/11 - 11/11 (2) Fujitsu K computer, SPARC64 VIIIfx 10,510. 11,870,208 29.5 9.9 
6/12 (1) IBM Sequoia BlueGene/Q 16,324. 12,681,215 23.1 7.9 
11/12 (1) Cray XK7 Titan AMD + NVIDIA Kepler 17,590. 4,423,680 0.9 8.2 

6/13 – 11/13(?) NUDT Tianhe-2 Intel IvyBridge & Xeon Phi 33,862. 9,960,000 5.4 17.8 

9 6 2 

http://bit.ly/hpcg-benchmark  14 
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Absolute Counts 
US:  267 
China:    63 
Japan:    28 
UK:    23 
France:    22 
Germany:    20 
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Systems 2013 
Tianhe-2 

2020-2022  Difference 
Today & Exa 

System peak 55 Pflop/s 1 Eflop/s ~20x 

Power 18 MW 
(3 Gflops/W) 

~20 MW 
(50 Gflops/W) 

O(1) 
~15x 

System memory 1.4 PB 
(1.024 PB CPU + .384 PB CoP) 

32 - 64 PB ~50x 

Node performance   3.43 TF/s 
(.4 CPU +3 CoP) 

1.2  or 15TF/s O(1)  

Node concurrency 24 cores CPU + 
171 cores CoP 

O(1k) or 10k ~5x - ~50x 

Node Interconnect BW 6.36 GB/s 200-400GB/s ~40x 

System size (nodes) 16,000 O(100,000) or O(1M) ~6x - ~60x 

Total concurrency 3.12 M 
12.48M threads (4/core) 

O(billion) ~100x 

MTTF Few / day O(<1 day) O(?) 
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~20 MW 
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O(1) 
~15x 

System memory 1.4 PB 
(1.024 PB CPU + .384 PB CoP) 

32 - 64 PB ~50x 

Node performance   3.43 TF/s 
(.4 CPU +3 CoP) 

1.2  or 15TF/s O(1)  

Node concurrency 24 cores CPU + 
171 cores CoP 

O(1k) or 10k ~5x - ~50x 

Node Interconnect BW 6.36 GB/s 200-400GB/s ~40x 

System size (nodes) 16,000 O(100,000) or O(1M) ~6x - ~60x 

Total concurrency 3.12 M 
12.48M threads (4/core) 

O(billion) ~100x 

MTTF Few / day O(<1 day) O(?) 



Systems 2013 
Tianhe-2 

2020-2022  Difference 
Today & Exa 

System peak 55 Pflop/s 1 Eflop/s ~20x 

Power 18 MW 
(3 Gflops/W) 

~20 MW 
(50 Gflops/W) 

O(1) 
~15x 

System memory 1.4 PB 
(1.024 PB CPU + .384 PB CoP) 

32 - 64 PB ~50x 

Node performance   3.43 TF/s 
(.4 CPU +3 CoP) 

1.2  or 15TF/s O(1)  

Node concurrency 24 cores CPU + 
171 cores CoP 

O(1k) or 10k ~5x - ~50x 

Node Interconnect BW 6.36 GB/s 200-400GB/s ~40x 

System size (nodes) 16,000 O(100,000) or O(1M) ~6x - ~60x 

Total concurrency 3.12 M 
12.48M threads (4/core) 

O(billion) ~100x 

MTTF Few / day Many / day O(?) 



High Performance Linpack (HPL) 
•  Is a widely recognized and discussed metric for ranking 

high performance computing systems  
• When HPL gained prominence as a performance metric in 

the early 1990s there was a strong correlation between 
its predictions of system rankings and the ranking 
that full-scale applications would realize. 

• Computer system vendors pursued designs that 
would increase their HPL performance, which would in 
turn improve overall application performance. 

•  Today HPL remains valuable as a measure of historical 
trends, and as a stress test, especially for leadership 
class systems that are pushing the boundaries of current 
technology.  

http://tiny.cc/hpcg 23 



The Problem 
• HPL performance of computer systems are no longer so 

strongly correlated to real application performance, 
especially for the broad set of HPC applications governed 
by partial differential equations. 

• Designing a system for good HPL performance can 
actually lead to design choices that are wrong for the 
real application mix, or add unnecessary components or 
complexity to the system. 

http://bit.ly/hpcg-benchmark  24 



Concerns 
•  The gap between HPL predictions and real application 

performance will increase in the future.  
• A computer system with the potential to run HPL at 1 

Exaflops is a design that may be very unattractive for 
real applications.  

•  Future architectures targeted toward good HPL 
performance will not be a good match for most 
applications. 

•  This leads us to a think about a different metric  

http://bit.ly/hpcg-benchmark  25 



¨  High Performance Conjugate Gradient (HPCG). 
¨  Solves Ax=b, A large, sparse, b known, x computed. 
¨  An optimized implementation of PCG contains essential 

computational and communication patterns that are prevalent in 
a variety of methods for discretization and numerical solution 
of PDEs  

¨  Patterns: 
Ø  Dense and sparse computations. 
Ø  Dense and sparse collective. 
Ø  Data-driven parallelism (unstructured sparse triangular solves). 

¨  Strong verification and validation properties (via spectral 
properties of CG). 

http://bit.ly/hpcg-benchmark  
26 



3D	
  Laplacian	
  discretization	
  

The image cannot be displayed. Your computer 
may not have enough memory to open the 
image, or the image may have been corrupted. 

Sparse	
  matrix	
  based	
  on	
  27-­‐point	
  stencil	
  

The image cannot 
be displayed. 
Your computer 

Preconditioned	
  Conjugate	
  Gradient	
  solver	
  

p0	
  :=	
  x0	
  ,	
  r0	
  :=	
  b	
  -­‐	
  A×p0	
  
Loop	
  i	
  =	
  1,	
  2,	
  …	
  

	
  zi	
  :=	
  M-­‐1×ri-­‐1	
  
	
  if	
  i	
  =	
  1	
  
	
   	
  pi	
  :=	
  zi	
  
	
   	
  αi	
  :=	
  dot_product(ri-­‐1,	
  zi)	
  
	
  else	
  
	
   	
  αi	
  :=	
  dot_product(ri-­‐1,	
  zi)	
  
	
   	
  βi	
  :=	
  αi/αi-­‐1	
  
	
   	
  pi	
  :=	
  βi×pi-­‐1+zi	
  
	
  end	
  if	
  
	
  αi	
  :=	
  dot_product(ri-­‐1,	
  zi)/dot_product(pi,	
  Api)	
  
	
  xi+1	
  :=	
  xi	
  +	
  αi×pi	
  
	
  ri	
  :=	
  ri-­‐1	
  –	
  αi×A×pi	
  
	
  if	
  ||ri||2	
  <	
  tolerance	
  then	
  Stop	
  

end	
  Loop	
  



¨  DotProduct()	
  
Ø Vector dot-product 
Ø  γ = Σ xi×yi 
Ø User optimization 

allowed: YES 
¨  SpMV()	
  

Ø Sparse Matrix-Vector 
multiply 

Ø  y = A×x  
Ø User optimization 

allowed: YES 

¨  SymGS()	
  
Ø Symmetric Gauss-Sidel 
Ø  z = M-1× x 
Ø User optimization 

allowed: YES 
¨  WAXPBY()	
  

Ø Scalar times vector 
plus scalar times 
vector 

Ø wi = α×xi+β×yi 
Ø User optimization 

allowed: YES 

28 



¨  Symmetry test 
Ø SpMV: ||xtAy - ytAx||2  
Ø SymGS: ||xtM-1y - ytM-1x||2  

¨  CG convergence test 
Ø  Convergence for diagonally dominant matrices should 

be fast 
Ø  If A’ = A+diag(A)×106 then 

 x=CG(A’, b, iterations=12) and ||A’×x-b||2 < ε 
¨  Variance test 

Ø Repeated CG runs should yield similar residual norms 
despite different behavior due to runtime factors 
such as thread parallelism 

Ø Variance(||Ax(i) - b||2)   

29 



¨ We are NOT proposing to eliminate 
HPL as a metric. 
¨ The historical importance and 
community outreach value is too 
important to abandon. 
¨ HPCG will serve as an alternate 
ranking of the Top500. 
Ø Similar perhaps to the Green500 
listing. 

http://bit.ly/hpcg-benchmark  
30 



http://tiny.cc/hpcg 
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http://tiny.cc/hpcg 
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Conclusions  
¨ For the last decade or more, the research 

investment strategy has been 
overwhelmingly biased in favor of 
hardware.  

¨ This strategy needs to be rebalanced - 
barriers to progress are increasingly on 
the software side.   

•  High Performance Ecosystem out of balance 
¤ Hardware, OS, Compilers, Software, Algorithms, 

Applications 
n  No Moore’s Law for software, algorithms and applications 



34 



ORNL’s “Titan” Hybrid System: 
Cray XK7 with AMD Opteron and 
NVIDIA Tesla processors 

SYSTEM SPECIFICATIONS: 
• Peak performance of 27 PF 

•  24.5 Pflop/s GPU + 2.6 Pflop/s AMD 
•  18,688 Compute Nodes each with: 

•  16-Core AMD Opteron CPU 
• NVIDIA Tesla “K20x” GPU 
•  32 + 6 GB memory 

•  512 Service and I/O nodes 
•  200 Cabinets 
•  710 TB total system memory 
• Cray Gemini 3D Torus Interconnect 
•  9 MW peak power 

4,352 ft2 

404 m2 

35 



Cray XK7 Compute Node 

Y	
  

X	
  

Z	
  

HT3 
HT3 

PCIe Gen2 

XK7	
  Compute	
  Node	
  
CharacterisJcs	
  

AMD	
  Opteron	
  6274	
  Interlagos	
  	
  
16	
  core	
  processor	
  

Tesla	
  K20x	
  @	
  1311	
  GF	
  

Host	
  Memory	
  
32GB	
  

1600	
  MHz	
  DDR3	
  

Tesla	
  K20x	
  Memory	
  
6GB	
  GDDR5	
  

Gemini	
  High	
  Speed	
  Interconnect	
  

Slide courtesy of Cray, Inc. 
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Titan:  
Cray XK7 System 

Board: 
4 Compute Nodes 
5.8 TF 
152 GB 

Cabinet: 
24 Boards 
96 Nodes 
139 TF 
3.6 TB 

System: 
200 Cabinets 
18,688 Nodes 
27 PF 
710 TB 

Compute Node: 
1.45 TF 
38 GB 

37 



•  Major Challenges are ahead for extreme 
computing 
§  Parallelism   
§  Hybrid 
§  Fault Tolerance  
§  Power 
§  … and many others not discussed here 

•  We will need completely new approaches and 
technologies to reach the Exascale level 



2011 2018 

DP FMADD flop   100 pJ     10 pJ 

DP DRAM read 4800 pJ 1920 pJ 

Local Interconnect 7500 pJ 2500 pJ 

Cross System 9000 pJ 3500 pJ 

39 

Source: John Shalf, LBNL 



•  At ~$1M per MW energy costs are 
substantial 
§  10 Pflop/s in 2011 uses ~10 MWs 
§  1 Eflop/s in 2018 > 100 MWs 

§  DOE Target: 1 Eflop/s in 2018 at 20 MWs 

40 



•  Hardware has changed dramatically while software 
ecosystem has remained stagnant 

•  Need to exploit new hardware trends (e.g., manycore, 
heterogeneity) that cannot be handled by existing 
software stack, memory per socket trends 

•  Emerging software technologies exist, but have not 
been fully integrated with system software, e.g., UPC, 
Cilk, CUDA, HPCS 

•  Community codes unprepared for sea change in 
architectures 

•  No global evaluation of key missing components 

www.exascale.org 



•  Formed in 2008 
•  Goal to engage 

international computer 
science community to 
address common software 
challenges for Exascale 

•  Focus on open source 
systems software that 
would enable multiple 
platforms 

•  Shared risk and investment 
•  Leverage international 

talent base 



Build an international plan for 
coordinating research for the next 

generation open source software for 
scientific high-performance 

computing 

Improve the world’s simulation and modeling 
capability by improving the coordination and 
development of the HPC software environment 
Workshops: 

www.exascale.org 



www.exascale.org 



www.exascale.org 

¨  Ken Kennedy – Petascale Software Project (2006) 
¨  SC08 (Austin TX) meeting to generate interest 
¨  Funding from DOE’s Office of Science & NSF Office of 

Cyberinfratructure and sponsorship by Europeans and 
Asians 

¨  US meeting (Santa Fe, NM) April 6-8, 2009  
¨  65 people 

¨  European meeting (Paris, France) June 28-29, 2009 
¨  Outline Report 

¨  Asian meeting (Tsukuba Japan) October 18-20, 2009 
¨  Draft roadmap and refine report 

¨  SC09 (Portland OR) BOF to inform others 
¨  Public Comment; Draft Report presented 

¨  European meeting (Oxford, UK) April 13-14, 2010 
¨  Refine and prioritize roadmap; look at 

management models  
¨  Maui Meeting October 18-19, 2010 
¨  SC10 (New Orleans) BOF to inform others (Wed 5:30, 

Room 389) 
¨  Kyoto Meeting – April 6-7, 2011 

Apr 2009 

Jun 2009 

Oct 2009 

Nov 2009 

Apr 2010 

Oct 2010 

Nov 2008 

Nov 2010 

Apr 2011 



•  For the last decade or more, the research 
investment strategy has been 
overwhelmingly biased in favor of hardware.  

•  This strategy needs to be rebalanced - 
barriers to progress are increasingly on the 
software side.   

•  Moreover, the return on investment is more 
favorable to software. 
§  Hardware has a half-life measured in years, while 

software has a half-life measured in decades. 
•  High Performance Ecosystem out of balance 

§  Hardware, OS, Compilers, Software, Algorithms, Applications 
•  No Moore’s Law for software, algorithms and applications 
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“We can only see a short 
distance ahead, but we 
can see plenty there 
that needs to be done.” 
§  Alan Turing (1912 —

1954) 

•  www.exascale.org 

To be published in the January 2011 issue of 
The International Journal of High 
Performance Computing Applications 
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Data from Kunle Olukotun, Lance Hammond, Herb Sutter, 
Burton Smith, Chris Batten, and Krste Asanoviç 
Slide from Kathy Yelick 

Moore’s Law is Alive and Well 
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But Clock Frequency Scaling  
Replaced by Scaling Cores / Chip 
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15 Years of exponential growth ~2x year has ended 

Data from Kunle Olukotun, Lance Hammond, Herb Sutter, 
Burton Smith, Chris Batten, and Krste Asanoviç 
Slide from Kathy Yelick 



Performance Has Also Slowed, 
Along with Power 
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Power is the root cause of all this 

A hardware issue just became a  
software problem 

Data from Kunle Olukotun, Lance Hammond, Herb Sutter, 
Burton Smith, Chris Batten, and Krste Asanoviç 
Slide from Kathy Yelick 
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•  Power ∝ Voltage2 x Frequency    (V2F) 

•  Frequency ∝ Voltage 

•  Power ∝Frequency3 



53 

•  Power ∝ Voltage2 x Frequency    (V2F) 

•  Frequency ∝ Voltage 

•  Power ∝Frequency3 



•  1 GFlop/s; 1988; Cray Y-MP; 8 Processors 
§  Static finite element analysis 

•  1 TFlop/s; 1998; Cray T3E; 1024 
Processors 
§ Modeling of metallic magnet atoms, using a                   

variation of the locally self-consistent 
multiple             scattering method. 

•  1 PFlop/s; 2008; Cray XT5; 1.5x105 
Processors 
§  Superconductive materials 



•  Exascale systems are likely feasible by 20172  
•  10-100 Million processing elements (cores or                            

mini-cores) with chips perhaps as dense as                           
1,000 cores per socket, clock rates will grow                       
more slowly 

•  3D packaging likely 
•  Large-scale optics based interconnects 
•  10-100 PB of aggregate memory 
•  Hardware and software based fault management 
•  Heterogeneous cores 
•  Performance per watt — stretch goal 100 GF/watt of 

sustained performance  >> 10 – 100 MW Exascale system  
•  Power, area and capital costs will be significantly higher 

than for today’s fastest systems 

55 
Google: exascale computing study 
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• Must rethink the design of our 
software 
§  Another disruptive technology 

• Similar to what happened with cluster 
computing and message passing 

§  Rethink and rewrite the applications, 
algorithms, and software 
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Average Number of Cores Per 
Supercomputer •  Barriers  

•  Fundamental assumptions of system 
software architecture did not anticipate 
exponential growth in parallelism 

•  Number of components and MTBF 
changes the game 

•  Technical Focus Areas 
•  System Hardware Scalability  
•  System Software Scalability 
•  Applications Scalability 

•  Technical Gap 
•  1000x improvement in system software 

scaling  
•  100x improvement in system software 

reliability 

Top20 of the Top500 



•  For the last decade or more, the research 
investment strategy has been 
overwhelmingly biased in favor of hardware.  

•  This strategy needs to be rebalanced - 
barriers to progress are increasingly on the 
software side.   

•  Moreover, the return on investment is more 
favorable to software. 
§  Hardware has a half-life measured in years, while 

software has a half-life measured in decades. 
•  High Performance Ecosystem out of balance 

§  Hardware, OS, Compilers, Software, Algorithms, Applications 
•  No Moore’s Law for software, algorithms and applications 
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Employment opportunities for   
post-docs in the ICL group 
at Tennessee 

•  Top500 
–  Hans Meuer, Prometeus  
–  Erich Strohmaier, LBNL/NERSC 
–  Horst Simon, LBNL/NERSC 



Blue Waters NCSA/Illinois 1 Pflop sustained per second 

Kraken NICS/U  of 
Tennessee 

1 Pflops peak per second 

Ranger TACC/U of Texas 504 Tflop/s peak per second 
Campuses 
across the U.S. Several sites 50-100 Tflops peak per second 

Blue Waters will be the powerhouse of the National 
Science Foundation’s strategy to support 
supercomputers for scientists nationwide 

T1 

T2 

T3 
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•  Of the 500 Fastest 
Supercomputer  
•  Worldwide, Industrial 

Use is > 56% 

n  Aerospace   
n  Automotive   
n  Biology  
n  CFD  
n  Database  
n  Defense  
n  Digital Content Creation  
n  Digital Media  
n  Electronics  
n  Energy  
n  Environment  
n  Finance  
n  Gaming  
n  Geophysics  
n  Image Proc./Rendering  
n  Information Processing Service  
n  Information Service  
n  Life Science  
n  Media  
n  Medicine  
n  Pharmaceutics  
n  Research  
n  Retail  
n  Semiconductor  
n  Telecomm  
n  Weather and Climate Research  
n  Weather Forecasting  
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Sun Niagra2 (8 cores) 

Intel Knight’s Corner 
(40 cores) 

IBM BG/P (4 cores) 

AMD Magny Cours  
(12 cores) 

Intel Xeon(8 cores) 

Of the Top500,  
499 are multicore. 

Fujitsu Venus (8 cores) 

IBM Power 7 (8 cores) 



64 New Linpack run with 705,024 cores at 10.51 Pflop/s (88,128 CPUs), 12.7 MW; 29.5 hours 
Fujitsu to have a 100 Pflop/s system in 2014 


