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Computerbenchm*ki‘

paths and pitfalls
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-The most p:}pu.’ar way of rating compufer performance can confuse as well as’ r.r[,.l"c}rm

avoid misunderstanding by asking just what the Henchmark is mmmrmg

Computing power is now croctal in many anens of EEEEEEEEEEEEy L
COMPUTERS

“research-and engineering, from theoretteal mathe-
mattics o cirewil design 10 bicenginesring,

But mepsuring thid power 15 an imprecise art ai
best. The performances of o computer 15 a function
al many interrelated considerations,. including the
application at hand, the size of the prablem, the algo-
it 1o salve i, the Bl of human elfor 1o optimiee
the program, The compiles's ability to oplimize, the
age of the compiler, the operating sysiem, and the

SYSTEMS : Pl

1 ] .

! jumﬁ- 1he cost of lull-scale evaluation and becagse
they have relatively simple architectures, The per-
formance of a typical small computer generally will
nod vary misch lrom application to application, Larg-
er computers, with virtual memory, special at-
tachmenty to accelerate floating-foint performance,
and oiher costly architectusal enhancements, are
mtore sensiye to the Hhgracteristics of theif aph
plications.  # .
. Bualuation of supercompu

js the most come-

architeciure of the computer, 0 nams anly o few, Mo single ap-
prozch 1o evaluation addresses the requirements of sveryone whi
peeds 1o measuge porformancs. There is no universal metric of
valus

One of the most Wdely vsed |'l,.|.'|1|||:|"IE'I 1% benchmarking—
renming i set af well-konown proprams on o machins 10 opmpar -
its per formance with that of ofhers. The origins of the word bench-
mark lie in topegraphic surveying, in which a slationary olbpect
whoae latitude, longitude, and elevation have been measured is,

“" idenyilied by  benchmark 10 serve as a reference point in tidal

chaervations and surveys, .

Benchmarking and other cvaluations messure new compuler
systems either in absolute terms [will the proposed system do the
it or relative termes (which of several products will perform
best ina givenTontextT), These svaluations are important at all
phases of the lile cyele of 3 computer [see “Evaluation goss bevond
benchmarking, p. 41]. Designers use benchmark wests to kelp them
chonse betwesn alternative architectures and implementanons;
byers rely en them when deciding which system 1o purchase;
and users can infer from therm which coding styles will lead to opi-

. mitl progrzm execution o their computing envirenmenl.

Althouph benchmarks are essential i performance evaluation,
simple-mindéd application of them can produce misleading re-
sults. In fact, bad benchmarking can be worse than oo bencly-
marking at all, 17 a performance evaluation is to be effective, it
will inclwde: £
= Accurale characierization of the workload.
* Initial lesis using simple programs.
= Further tests with programs Lhad approximate ever more cf Iosely
the jobs thar are part of the workday,

LI ¥

Scope of the benchmarking problem :

Ciood performance evalieation becomes more Sriticaldor the
larger, more powerful, costlier computers, Hen-.lunark;andnd ;
ditionil v luaticns tend 1o ke mos painstaking in the gl
puter arena, where millions of dollars are spent on cach machims
purchased and weers demand maximuom performince, Evalation
with relatively simple benchmarks such as Whetstones may suf-
Nece For smaller compurers, both becawse their price dost wot
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plex, because the range of architectural types dvailable highlights

“the ltardwarg and software issues thit distort benchmark resulis,

[n terms of central processing umit speed, the' CDC 7600 (the last
scalar supercomputer design) rypically, egecuted about 2 10 5",
million Aoating point operations per sscond {megaflops). The
Cray-1, a vector design, execues anyrehere from & to 140 mega-
Mops, depending on how well a program exploits its advanced de-
sign; for other vector designs, the vector-to-sealar performance
ralicr iy exceed 100 1o 1,

FParallel computers—callections of c-:u:mcratmg pricessors—
add ancther dimension to the sk of computer svaluation. Al
best, the performance of a vectof multiprocessor is the sum of
the vector performance of all of its procesging wnils at worst,
it runs only as fast as a single scalar processor. The total perfor:
miance range i5 equal 1o the number of processors multiplied by
the rangs of performance of its individual processing elements.
A 3E-processor machine with a Whagel ratio of vector and scalar
processing rites could execure some programs 2880 times as fasr
a5 others. Because the margin of error in benchmarking is pro-
porticnal 1o the performance range of the sysiem being studied, |

Defining terms " =

Gauzaian aliminatlon: a mathod for solving systoms of linear .
equalions bazed onmanipulation of the matrx raprasenting

| thiosar eogustions.

Eamal: the ceniral porticn of & program, tn::-nhlrllng 1ha ':‘:-ulh:
atifs calculatigns, which consumes the mast axecutiontime,
Flpalining: & computer design tachnigus in which an opara-
tion I8 brokan down into subsidiary tasks, sacsh cariad oul
in avarlagped fashiom, -
Soplar procassing: calculations periarmead ona al a time.
Tuning: making changes in a progrem to improve (s parfor-
; plwithout altering 1S resulls, y

tarface: ing collaction of seraan lormats, adifing tools,
Ands, and soltware 1ools by which a user intarecla with
& compautar. *. et

Voctor procossing: a melhod Tor carmying t,'l-ul any rEIpEII:I Liwe
mathematizal oparations with a singla computar instruciion,
Warklaad: the mix of dillerant 1ypes of program typically am, |
il @ givon worksite; major gh:_:r::m-e‘ii’l"'ﬂt:ﬁ Include O ras
quiramants, amount and kinds of computatien, and degras
“of vactorization possible
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This stmufation af Muid fow over an arnay of
“eplinders b e exarnple of the Rind af compii-
fng for which performance evaluntion s visel,
Depending on how well the siraciune af soien-
e sofware matches Lhe compener S e,
pxecniion rater can verp by focfors af 1 ar
e,
on the Livermors Fortran Kernels {or Livermore
Loops) and on the overal| workload [sec “Pro
gram kermels for henchmarking, p 43].

Simple fest programs are cerainly the easies)
to construct, port, and analyze. but they may
alpn b the least useful, ezpecially if they are
averinterpreted Shdacrix nuultiplication is used *
all ton afien for measurements of syglern perfor-
mance 1§ a vecior or pardle] system pecfarms
poarly for |"|:|'.3.Fr|‘_;m|:|l iplication, it will poob-
ably perform worse still for a worklogd consis-
ing of mare general computagons=—but the con:
verse isnof [rue, Good performance for matrix
muliiplicition docs not promise the snme For
a'generl workload, becauss matrizmultiplica-
tion can be implemented very efficiently on
parallel and vecior architeciunes, whernes many
olluer compurations cannet, o

" Simple 1eais ane vs,]uab]: mainly in ﬁél]nng'
o evalugie a system's attninnble peak procssss
ing rate, as well 85 perhaps some of the barriers
to attaining that peak. [n 1986, Walld Abu-

y

‘.F;ru rate berchmarking of supercam puters ohviously beoomes

EVEr [THITE .'J.Lfl'n:ult. g

Haow to avoid the pitfails
The peintof constructing a berchmark s not 1o produce a sin-

. ple numbet representing a compuler :-.pErI"-:‘:-rmEr'.-{‘vt Tregtend, the

iment i 1o undesstand how everall performanee i3 affecred by
" system com p-cme-us such as architecture, compiler, peraing sys-

tem, and peripherals, and o crente i sel of realistic expeolations

far users. For desipners, the results of henchmarking will assist

in optimizing hardware and sofiware; for end users, good bench-

marks will teach programming styles that take advantage of archi-
" pectursl Tealures.

Evaluators who do benchmarks in pursuit of a single,, all-
eneompassing number can end up with |n:an|:|glt55r¢5u|l:s-ll'l:h¢!|'
cOmmil these errors:
= Megleciing to characlerize the workload.
= Selecting kernels that are too simplistic .
# Using programs or algorithms adapred 1o a specific compuarer
sysiem, -~
* Bunning benchmarks under incensisient conditions
= Selecting inappropriate workload measures,

* Meglecting the special needs of the users, B
= lgnoring the dilgerence berween the frequency and the dura-
finn of execulion.

Although negleellng 1o characterize the workload is the most
aredows mistake, it s also one of the maost Frequent. The lendency
is o behieve that intuition serves well when considering the work-
Ioad Lhar is o eecute on A given system. For example, researchers
a1 Los Adamos Motional Labombery in Mew Mexico ones thowght
that the compiler for a Cray supercomputes would veciorize most
ol & large numerical program. They based their peeformance -
nmares on that assumption. However, the program tornsd aut
o be only 30 percent vectorized, and thus ran at enly ene-tenth
the spesd they had estimated. In contrast, Frank Mcblahon of
the Lawrence Livermore Matienal Laboratory, Livermaors, Calif,
has repomed resulis From stwdies condocted on the workload thene
that supparl a strong correlation berwesn performance resulis

|:-u“\|:1, Pariin, ared Werlos—Cosputer bereloneihieg: paikd snd plifalls

i H P

| Widely used benchmarks

Sufah and Allen Malany at the University of
[Hingis in Champaign-Urbana used a ser of bisic operationsdo
1esl Yhe performance of Lthe Alliant B8, a new minisupsreom-

ter, The simplicity of their west programs helpsd in determining

e perlormance implicarions of variables like vector length, cache
size, partitboning of vectors across multiple processors, and the
multiprecessing overhead. 1L was possitde o consider the impact
of stride (the spacing of stored elements in memery) and locality
of reference. Thiy wene also able to infer the prﬂgrammmg SLrics
tres that are well suited oe FX A8,

A maee subtle mistake than relying on basic opetations is the
failure to recognize that all prograns are adapied o sgme.sxtent

£ the specifia computer system for which they were written, Even ©

if an application s coded in a high-level language, the choices
of mathematical model, numerical method, alporithm, and pro-
gram definitten that transform the physical problem into com-
puter program result in a specific implementation of a general
problem, “Plain vanilla™ cgde does oot exisl. The question s,
e drastieally should benchmarks be modified during the eval-
vation of a system? The answer depends on the contExt in whitch
the sxperimenis are mice, as well o on the perspective of the inves-
tigator. Modified benchmarks will nol |'|r|..|:||.q:l Lhe performanes
of unmedifisd programs. -

& variation in the chnditions Tor running benchmarks can

_ Livenmons Loops: computaiional routines extracied from pro-
grams al Lawrence Livermons Matienal Laboratony usad to
test acalar and vecior floating-polnt parformanca.
Linpack: linear algatna softwane lIbrary; ugad 1o teat acalar
and-vector floafing polnt perlormance,

" Whatistonas: synifiaaizad benshmark of basls arfthmelic;
uged to test parformancaof midglze and mall compulars,
Dhrystonss: synthagized benchmark for eyalam-pragram-
ming cgaraibons; uaad totast nonnumers narrnrmanc& o
midalza and smalier c.'::lmwmm. ;




« When ranked by their perfar
mance on (ke Linpack berck-
vk, VPO COSBENIETS SRR @
prive-performance range fram
Togs chan SI00 0N per mepa il
fex well-over 51 miltion, fAnatker
bonckrark, such av tke Liver-
more. Loops, will give stighily
different ronkings) The best
price-peefanmance machines ap-
pear i be Sun-3 worksiations
she Crailer PSC ang the Afliens
FXx /L byt vhis price-gerfor-
sraance Benefs will be gl livile wee
o scieriisis who eguie the (Brpe
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E i . !"\.\ . w anen megaliess  Campneters (yically foll for short of
. | 3 ; - : their peak perfarmance when execuiing
e y 3 f_,- r'ﬁ'?.l' proprams, such as the Linpock
- ; + berefmgrk. However, they usially per-
: _ Jover herter o preograrn i5 hand-coded
4 ; - . o take maximuam gavaniege of ma-
F - K chilne resources. Here, hencd-coged gro-
§ e prams for solving @ system of linead™
—;| ; : o Ll egimiions—ie problem” fackled iy
: -y | ey , ¥ | ~ Linpack—ean run mvore than 10 timies
w * RO we w0 TR0 kW ool as fust a3 strrighiforward compiled

Birsd prica, (houssasadi of doldlars

¢|.an|;-,.:multsdr.umm::uu} I ane case, a Hitachi 581020 com-
puter showed a perfornvance variation of 25 percent on the
original 14 Livermore Loops because of variations in the con-
puLing environments in which the benchmarks were run (com-
piler, operating systerm, and the like). Although il & important
1 measure the entire system—hardware, syslem software, and
uier softwanc—in is mMost importanl Lo Separsle SYSem com-
ponents and identify the ones that are being measured by any
given Lesl. A benchmarking error of this nature appearcd in a
recent paper by Kirk Jordan of hunnﬁ:smmh and Enginesrs

=
2,

4

4 e

ing in Flogham Park, M.J, The paper combined eslimated cxira- .
polations and measured resulis; compared measuremenls on
mature sytemswith studies using an experimental compiler; and
compared optimized codes with unoptimized. These deftciencies
in approach were noded in the poper; their presence should leave
precluded making conclusions [See “Performance Compansan
of Large-Scale Scientifié Computers,” TEEE Compier, March
1957.]

Anather cmnpl:cn.hnn in berchmarking is the selection af the
warkload measure, Benchmmarking studics often use the u:nmgh[-
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ed arithmetic mesn o compare aqmpur-t? syslems, Bat this prac-
tice lends e overemnphasize the fasiest parts of aserics plompuia-
ions, A beller measure is the harmarnic mean, which weighis each
pieos of the series nccarding to its frequenacy but inverssly aceord-.
ing fa its execution rates, The harmonic mean acknowledges that -
Uhe fazter & problemy exebistes, the smaller the portion of tdal time -
it will consume The performances of the Cray X-MP, the Trag,
and the VEM 3090 on Livermore boops for vectors ol léngeh %0
(o mgedivm length}, as rl:purlcd by Mohinhan at Liversore, fur- '|:
pish a simple example of the magnitude of drffercnna-mtwtﬂ
the arithmetic and harmonic means, The Cray X-MPM had an
arishmetic mean of 526 megallops and a harmaonic mean-of 13.5.
For the Cray-2, the fgures were 327 and 5 S respectively: For
the TBM 2050-180, they wert 139 and 7.7,

Computers must be friend{y

The raison detre of supercomputers is 1o provid®sers with
e speed and capacity for timely execition of olhersise intraci-
able profbems, Users should nat be reguined vo perform compuia.
tional gymnaslics o achieve the turnargund fime of which &
sysiem is deemed capable Adeguate supporting tools such a8 edi-
iors, profilers, debugpers, optimizing compilers, and bser-friendly

operating systems play an imporiant robe os intermediarics be-

tween (he ancligfibiE apd thi user, Programming puzlisd
must b sghed 18 Bhance performanes may be of inlerest 1g
ligalors uc;u:gu:u& L ith & computer syslem, bl they at
i hindranece 1o ll.ll:lh" whase research depends on€he computer
HER: '] lul‘.‘ll._.. ¥

when bm{“h ma,r'p; rfs.al'll_s are being analyzed, -.-.-amatn:-rs. sy
keeg in |'|'|||'||J the differance hetaeen frequency of cu:-:uu-::-n |_'||:

-

s
'
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variows operationg and Use tiime taken 1o execute theem. T6st pro-
gramsmfmquw:n assessed in terms ol boah the pomber of in-
structions executed and the to1al time apent axecuting in thie vector
(o7 parallel) mode. (Ui wemping to fregard ezch ol thess MEAsUTE-
ments as beimg the percentage of vectorization {or paralleliza-
tion). However, the percentage of total instroctions perlormed
Cin high-speed mode is difforent from thgpereentade of tofal tim
spentin high-specd mode. [gnoring this difference can ggsult in
disparate predictions of thg sp«::ﬂup to he uamtd by wecloriza-
tion for a given Sysiem,
Consider an analogous-exerciie: predicting the degres of speed-
« up thar will be achieved on a I-Kilometer journey {1 analog
af a given computing task) by drivingsome part ol the way at
& very fast speed (executing in high-spesd made). Should the

. spesdup be deltned in terms of the distance praveled at high spegd

ar in ferms of the dme travelad nt high speed? It is at this point
that canlusion may set in, a!lhuu,gh Lh: ledal time E‘-:-r':h: trip
will mol vary. . L

L] £
Tio address a specific sxample, & car that iravels A km E'D -

kilometers per hour anc-20 km a1 20 km /1 will spend 50 percehy, *
of the time ¢ high speed and 50 percent at loow speed, (In terods

of & computation, il .|h|g.|u b |i::'|:||.'uuﬂg tosax thatil is 50 percent

veclorized.) However, il the car is driven dven-faster on the Ell-km
sireichi— at 160 kb, say—rthen It will spend only 33 % pescent
of the time at the high speed (e apparent percentage of vec
torization goes down). Another way -::-I‘J-:u:-km;gf:hc prizblem
pives more intuitive resulis: consider.only the distance fravelsd
at the high and low speeds. In these terms, the car travels80 per-
cent of the distance &t high speed and 20 percent at lofy speed
(50 peroent of Le operalions are wmiztﬂ}f\‘awling fasier far

-

&
Evaluation goes beyond benchmarking

Tha value of a somputer dapandsion the conlaxt in whizh
i1 5 wsed anghal contextvaries by apallaation, by workdsad,
and inlarmE af lima An evaluation thatis valid lor ona gila
may not be good for angther, and an avaluafion that iz valld
« atona fimea reay ot hold tree just a shart 1kme later. Benche

marking is aniy one part_ of tha computer perlormancsa
avaluation progass, which includes gualilathes ag wall &6
quantitative conslderations

Qualitalive evalualion focusas on dasign characlariatics
o polantial Naws, The most boslo conslderation is whatha
i compuldr In guestlon exlsts New camautars are olien
marketad while hardwara |5 still In devalapmant—the.fo-
called "papes tiger” phase, Dewelogens may mass mpmss e
claims about performance that has bean “simulated with
consaratv assumptions,” but a naw machines shauld be
regardad with skapticlzm unth it has bean dellwared 19 cbe-
tomers in gignificant quantitios, Maoxt comes the so-callad’
whila alaphani phase, whon a maching hag baan breught
b marked byt Ibs accepiance 1% uncenain A computar in this
juvenila phasauseally lacks good softeeane, and 1 it lgwlth
drawn {rom the markel purchazers may ba loft withouk
suppart, .

Competibliliy s ;‘fmhaps iha sirongest qualitathm issee
to ba examined, The seope of compaiibility can dotpming
whal sofiwara and perdpharals are avallabie, am wirkll @ the
gose of shardng progranms and files ameng arganizatisne.
Gompatibility is not an all-ee-nothing guesiion; whila a few
computers may be bit-compatible—each capableof runnlng
the gihars' progranms in meshine-codo form=—almast the.
samag capiability may be achidved I the programs can be re-
compiled from source code. Any twa glven sompulars may
ar miy nat run idantical oparading systedns, [n8ome Gases,
diffarani operating sy=stam softwans may run on ktentlcal
computar hardwans at woeworkalias, In fhatl caga, programs
mug’.ﬁ:mqulrun'mdlllca1mnaawnthwﬁhthn undedying hand-
warg is camgatitle.

While campatibility is desimble {o eass the trangition te
naw hardware, it con also th rattla innavalion On tha ather

-
= T

ﬁand wlihaubht Imlcnmpatlblllnrnflaﬂquan&. compllar,
and nparmlng aysiem, ugars may hava 1o devalop much of
thelr own soffwam irem scralch, thus mlwlnutlm'llrrr&.rwrlan
l;hqg.r stard gatbing real reBuliz, .

* Evon without leeking 8t paerfermance figures, mluam,na
éan rute out conaln classas of computsr on the baa.is'ni‘malr:
archlieciures, which mey Becomp obsslela as dasign
.afvances areTiade, For example, In the high-performance
arann, scalar computars, which procoss dafa fams indly-
Idunidy, hevs bean mada largaly chaolata by veotor machifes, ©
which gan procesg sequances of dota wary offlclantly,
and single-processor designs arg now ylalding to mylll-
PEOCARELIE.

Cnly afar quallmthu;l I::.uuﬁ heave Basn selilad does quan-
litative evaluaiion play a part, 1Esues hane includa ¢ogt, pro-
guctivity, rellability, and performance. Cosl compriaesnal
oy ihe oest of asguisliien but alse installallon, opemtlan,

“tralning, applicaticn davelopmant, and malntenanoe. Pro-
duatlvily is uaually defined in ferms of cost-parfarmance
ratiag, bul groductivity evaluation should algs Inclueda "qual-
Iy ol e Entedast v pocons, high-spead graphlcs, pawarul
edilors and debugpacs, and an-line documeniation. Without
thiosa loola, it may not ba poasibla o explai 1ha Tull powar
& & computer. Rellabllity Is of gonoom when applicaticns

(Fiay Lakea zaveral days io axecube In o balch procasalng eya-
tam, The maan imes (o fallur {ar cirmant Suparcemputes
nardwang renge fram hundreds 1o thaygsands of hours, 50 the
walght of thia lssue k5 sersewhal lesa than in tha aarky 19802,
when compubtars might fall ewary 38 minuies,

The last of tha quantiiative evaluatlons 8 compuling
apead, This parfonmanos avalipaiion, it done wall, can:
= Ald dessignors of future anshilaciums and syatems by paint- .
Ing owt the strengihs wnd weaknagaes of cummanl syskems,

» Azslst in the reascnabile charactarization of aystem cap-
abllities for slie-zpecifle procuramant nawds,

* Promote devebopment of software—appllcations programs
and syatem programaa-for the affactive utllzatlan of axlat.
lrl.ﬂ mrchltpoturas w0, ML, and JW

rerTmn

=

Deongarm, kastia, ol Wailien—Com iy beshmnurking e ard pldh
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* the B0 portion of the trip would nat change the perftentage
of vectorization, although ai the kighes wector speed the enlire

tnsk would be expected 1 take less tithe

A hierarchical approach to evaluation

k Lfllgg,mmfﬂ'lhg: warklaadis the Taurdation for performance
LE[-LJ_ T, at all slages ol qompinter lile cyele—desian, procure
mig, angd aperation, Ones whkoad is nderstood, svilwaions
“ean design a sequence of increasingly Somplex tesis o investigan:
specific components of performance, culminating in tests that
correlate directly with a given worklaad, [n such a hiefarchical
approach, infermation gaipsd 3t each slage can contribule 1
analysis at the nexn level. The effort expended to progress through
the eritire hierarchy is very rigorous, so svalualors may decide 1o
ctop atan intermesdiate level, on the grownds that e added infor
mation is not worth theexpense, However, effective benchmarks
*ing must incfude cortain basic steps (see “Ayminimalist ap-
proach using program kernels," ped]. 3 .
AL the lowest level af the higranchy are programs that test the
bagic operations of 3 compurr—addition, muliiplication, and
30 lesth. Py shoukl be simple cnouph 12 be analyzed completely.
Erarm measarements of the basie aperations, evalualors con detes-
mine the cgsts of Miling and emplying pipelines, using ar hypass-
ing cache memory, 2eesiang standard memory, making conllic-
ing accesses io the same memory bank, and agcessing disks, For
veeror and parallel computers, Use programs also lel evaluarors
determine the vectar kengths al which half the peak pefformancs
is attained, the lengths ar which the break-gven polnl [gr vector-
.sealar tradeoffs is reached, the asympeotic peak performance for
vecror epernrien, and Uhe amaount of work {o/be dane belween syn-
chranization paints 50 &s 1o overcome the cost of various parallel
procsssing aserhkads, Becauss programs Lhat st asic opera-

Ay . -

L4

Checklist for benchmark ‘c::_:rnparlkmlls S

1. Are ary changes to be mate o the maithematical medals

or algoriihms for oy of the machines balng companad? iF
- &, are tha changas equlyalent e ol of 1!1@.5?3‘[:@'2 Paaled?

211 karnals ara 1o Ba usad, are any of them Epl.lrﬂl.?l:uj for |

amy ¢l tha machinos testad? et

3, I g, ara the lovela ol oplimizatiod compiabla? .

4, Ara the configurations of the diffarent systems tompar-

abla? . - #la

&, Do the systems 1a ba tested have tha kdantloal mamary

capazity, and doss 1 coneapond 14 thie capacity of a wark-

ing systom : i

&, Are the peripherals comparable? °

¥. A the eeanpilers comgparasie? Arne compilar directives

inseried in aome programs 1o promate sompller welorization

andior parallelizaiion, byt nat in othess? o

Ls

L} - *‘
A minimallst a;ii:_rEEr:h using program kermals

1. Conduct a worklond charsctarizallon study; debamina thia

problem clasaes thal comprise the tolal worklaad and thedr

cormasponding warklowd frastions.

2. Salect a subsob of the programs In the lolal worklead fo

reprezant classes of applications falrly; Include grograms

irom ine veriows classassand aseign a waight toazsh pro-

gram propotiannd (o Hs represantation in the tolal werkbead,

3. Designate portlons (kimals) of the salected programs 1o

repragant the eniin pioprams—ina crtlcal siap In success-
Aul banchmarking.

4. Time the karnels onthe syatem under Ll

5, Gompuie th waighted harmanic mean of kemel egeculion

rates. . ]

Rk £

L} ' L s
tians tend b indiciie peaks in performance raler than norms,
they should be used only as i aid 1o understanding subsequent
tests, not 85 an end in themselves, e

At the secondd level of the benchmerk hierarchy ane progrim

. kernels—shan eecerpds froon actual programs, Probably the neost

[apous nre the Livermors Loops and the Whetstones, the latter
peing used more frequently on minicompulers and’ supermints
than om supercompulers. Since the Livermore Loops represent
the sgmpurationally intense portions of actual programs at
Lawrenee Livermore Mational Laboratory, a maghines perfor-
mance o e loops gives soime indication of whal can beexpected

 of a supercompitier under-sarking conditiops. In general, such

program kernels measwers only the perlormance of thecentral pao-
cessing unit, Rarely are thewdesigned to measure an integrated
syarém, and their extreme simplicity can create some mis-
vanceplions about performance on the entire worklomd. Ancther
(drawhack of sych relatively simple programs is that their indi-
vidual performance stalislics may vary across the enlire range.
of potentinl system perlormanee and will depend heavily o the
sophistication of the system compiler, :
Basic routines, the third level, are major building blﬂﬂh€=ﬁ-
tracted from & spectrum of applications, They should exercise

‘boih the central processing unit and LAD systems. Anevaloation

using bagic routines would mot, howeses, cover L intarnctions -

heiween roatines that ooour in actual progréms. Mogeaver, if other p

roulines conSwme any significant amounsi of Eme in a typicel pro-—

gram, the basic routines may ol paint a geod piclere of Lolal
svstemn performance; S z ;

Al this stage.of the hierafchy, benchmark redults may begin
1o have 2n impact on the end user, because they provide infarma-

_vimn nat enly on performance bul also cn program structure and

piher pptimization eonsiderations. The Linpack roulines arc a
‘goud mample of code modification based on performanie evalua:
tipn. Because the same routines have Geen execused on'a wide spec-
trum of sysiems architscures, the eriginal program code has L2en
madified aver the vears to relect advances in computer organiza-

- tigm and design: In particular, [|‘.'|:|:'|I'|i,l_:|'|.lﬁ have pk}.g:'!ﬁitd'frur_l]i

" wector solutiens of systems of lincar eguations to solutipns that

o

o

~ mip mareix and veclyr caleulagons to block-bagkd methodadhae = 2 ¥
st Matrix catenfations tiroughout—yielding wp to & threefold,,

imnprovement on the same machine "
Arshe Tourth level of theevaleation hieserchy arcsir pped-down
yersions of major programs in the roulinesvacklead, They
peasure some af (e interactions required beélween basic routines.
O the piher hand, they comain ks of the pre- and postpracess- ©
iig refitined by complete versions of programs, and they may or
gy nod include interactions beéwesn the cortral processing wnit ;

. requirements and the LA regiirements, 3tripped-dawn programs

are easier (o mamipulate and port from ong systems 1o anather
than are fll-seade programs; iF the NMull-scaly programs afe confi-
dential or classified, reducsd versions permil testing where it
would otherwise be impossible. nfr ’ :
One donger of Benchmarking with abbrevinted versions ol pro-
grams is thal seme requirenents far MOy cpacily and 10
performance are relaxed, and the stripped-down vession may loss
some of the priginal struciure. Thisclimination can creale havos
when tesling a parallgl processing svstem. For example, ifa pro-
gram is scabed to fiLon & system with limiled memary, is pecfor-
mance might differ completely from the performance o be
expected if the origingl memory sizes had been maintzifed.

Testing full-senle programs—tle ifth bevel of the evaluation

lerarchy—gives the most accwerave pledune of sysiem performance
For typical problems, vet it loo kas drawbacks. Full-scale programs
are dilficult to porl rom system to system, and evaluations of
them wend to reflect the difficully of measuring both program-
eming style and the effort expended o (it a program 1o & given

b

architceture. Measurements of full programs shoold be made only |

alter the resulis of simpler benchmarks are fully understood and
the compating enviranment 18 carefylly defined. Furthermore,

- benchmarking Tull applications must inclode full-size dita sets

#

-
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-Prugram kernals for Hannhmarkrﬁ;‘g

.= Tavg galloctidgs of smadl pragraess afban uasd farlbe rH-
ing arethe Linpack barichmank and the Livermana PRrtran
Karnals, also krown as tha Livarmora Loops. Both are dravn

. Fraem rn-utpm-graln code, rathar than htq aynthatls reuiines

designaed lor benchmarking anly.

The Livermons Loops are 24 samples of flaating-point com:
putations, laken from diverse scienlilic applizatlans. Thay
viere davelbped by reseachens ol Lawrenoe Livarmarns Na-
tional Labarntary In Livarmom, Callt,, whara it was infesalbla

.

warkiond. Large-gceie applicalions programs ab Livenmrone
miay eeaed 100 000 HMe of Foriran, and have many hard-
wanrspecific reulines, such as 10, mamsny managameant,
wr graphlos reutings 1548 complicate afforts to pert them 1o
i systems, In additlon, mosiof the major Livermors aofp-
ware | classified material, Becausa.the pradiciiva valldity
of the banchmarks at Livermars is vary Important, raasarch-
| ors have made evary affort to devise B callectlon that |s
| mapresentative of thelr worklod, Gpod predictlons of par-
| Tormance on the kinds of camputing done at Livermara, hiow-
ewes, da not Imply that the loops will pradict parr'nrvrna.nca
an other worklosds, .

The kernels are darvad from real computations, but few
arg complats calculations; rather, they are segments of code
that iypity oftan-used Fortran programming-conitructs or
that challenge ha ability of a Fortran compliar to produce
optimized rachine code. The kemels reprasent 1ha best and
worsl casas of common Forran practice, Lo give a reallsile
parfarrmancse range. All of the Livermore kemals can
charasberize performanca as & funstion of vestor langth—
amall, meadivm, ar largs. Small veciors contain wall undor

ber procassan; medium wactors contaln about 100 elements,
| roughly the samae numbar as the registers of a veclor pro-
cosson and larga veotors contain far miore slements—well
oear 100, ¢ .

Usitikia the Lisermon Loogs, the vse of the Linpatk banch-
rmark for rating computers in terms of averall spead was, In
E0me sense, an accident. The benahmark was ariginally da.
signed 1o give users af the Linpack software package Infor-

—

ber s berchmarks with programs that wers part of tha routing *

100 elamants, aor fewar than tha numéear of reglsiers in & ved- |

“al arrays, but the lowar-lavel routinas ke Saxpy dagl with

Ao on aesulbon ﬁmua Tur solving o -:n'mp-!n- :ynt-unfuf
Ungar aquetions.it first appeared ag an appendixte the Lin:
pack Uwars' Guide, contalning dala on the parformance of
23 somputers. Over tha yoars other data heve Been added, | |
and 1oday tha st Includes 200 mechines, ranging from pag-
sonal compubars toe fparcamputars, i

The Linpack benchrark fanfins two mﬂnnﬂ tha Flrsd
Torexecuting the decampasition of a matrix; and the second
far selving thoe gyatgm of Hnear equations reprasented by the
ritfrix, islng the gacomposiiion parfodmed by Ehe dimst o
i, Mont of the time i spant in the decompogitlon foutine
ten the arder of 0 floating-point operations for an m-by-o
rieakrl), Onga the mairx has bedn dgcomposed, finding tha
sohution rqulfes on the order of n? additional floating-point
aperatlons

Mast of tha computing 1z :mna by & subrouting callad
Saxpy, which multiplles a scalar, & by a veclar, &, and adds
the regulls (o anather vactor, . It 18 called approximataly
32 fimes by tha decomposition routineg and o timas By the
galvar reulime with wactors of varving langth. Saxpy perloms
& faw ane-dimansional Index oparations and slarage raiar-
&n':lwfn adddition to the flaating- -point additien and mullipli-
catlon.

Tha twa higher-level Linpack rautlnes use I.'l.'.luadlrnqnu!«pn

only cna dimenaion. Tha nigharbavel reulines accass the
tec-dimansionsl arrays by soluma, than pass the address
of aach calumn o Saxpy. Tho Saxpy routine treats the col-
urmn by 12eil as & ane-dirmenslonal arrey, Since the indax-
ing fpoae down a salurmn of the two-dimanzional array, Lhe
rafarences 1o the ane-dimanslenal array are saquential and
hiave unlt stride The parformance for stapplng down'a sol-
urin s uchebattor than when addressing across the cok |
umnz of a bwoe-dimensional array, becawse Forran diclales |
that mansional arave ba stomsd by calumn ih msmary,

Acazs condaculive alamants of a column ratar fo con-
socutive memorgocations, whild acoesses fo conseculive

glements of & row are segaraled by as many elameants as
Ihere'ara In a column, ruqmrlng meone anthmeatic do locate

thermn. —d O, LML, E

¥
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a5 well as complete program code; otherwise resalls will still be
mpsleading.

At the sixth and highest level of evaluation, wests should in-

clude algarithmic techniques under development, wo take invo s
coni future workload directions and novel agprosclees |t may
be found in alperithm and architeeture desige. 11 would be un.
wise 1o Tule gui a promising architeciural design simply becauss

curreni programs are tied closely to an existing system. Although |

compatibility is an imporiang consideration when advancing from
Gne computing generation 19 the next, sebstantial performances
BN may At same poini reguire the replacement of existing sofi-
witre. Resulis mom testing develepmental programs may be dif-
ficuli 12 peneralize; their value lies insread in indicating the
poteniial of MW AUPCrompuler syslems lor which new programs
may be cremied and new workloads deseloped.

To probe further .

LIE[i:l'Igi of uuter [H.';|-:!EII.'III:IICE o the Livermaode Loaps and
Lunpack berchrmarks are available in two lechrical reports: The
Livermare Forirer Kerrete @ Compater Tes? af Muwmericel Pee-
formance Rarge, by Frank MceMahon, published in October 1986
bay the Lawrence Livermaors Malional Laboratory in Livermaors,
Calil, as iechnical repord LICRL-33745; and Fenforaenes af -
ous Compiiers Uing Stonderd Linear Egquations Soffware in
a Fpreran Envirgnmiens, by Jack Dongarra, publshed in”Agpeil
1987 by Arponne Mational Laboratory, Argonng IH., s teclhmical
report MOSTM-23

Two papers thal discuss the current sizles of supercompuier

Dodgania. Maelia, asd Weorkor—Compaicr berchmarking: pafee sad phifalh

. cem s

-

evaluation are: Ax Agends for fmproved Evaliation af Super-
CORR e ."'E_‘.f_."i'.‘lrmn:.'m'u. oy E.F. Infanie ef al., published in 1986
by the Matwonal Academy Press in Washingren, DO and “Super-
compater Performance Bvaluation: Status and Disections,"" by
Joanne Martin and Dister Muoller-Wichards, Joyenal af Super
compuiing, May 1987, 7 .
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