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Highlights 

 New and Improved Memory systems are 
the next Big Thing 

 Heterogeneous computing is here to stay 

 Application characteristics (should) matter 

 



New and Improved Memory 
Systems are the Next Big Thing 

 

The Persistence of Memory 

http://www.wikipaintings.org/en/salvador-dali/the-persistence-of-memory-1931 
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Earlier Experimental Computing 

Systems 

• The past decade has started 
the trend away from traditional 
‘simple’ architectures 

• Mainly driven by facilities costs 
and successful (sometimes 
heroic) application examples 

• Examples 
– Cell, GPUs, FPGAs, SoCs, etc 

• Many open questions 
– Understand technology 

challenges 

– Evaluate and prepare applications 

– Recognize, prepare, enhance 
programming models 

P
o
p
u
la

r 
a
rc

h
it
e
c
tu

re
s
 s

in
c
e
 ~

2
0
0
4

 



7 

Emerging Computing Architectures – 

Future 

• Heterogeneous processing 

– Latency tolerant cores 

– Throughput cores 

– Special purpose hardware (e.g., AES, MPEG, RND) 

– Fused, configurable memory 

• Memory 

– 2.5D and 3D Stacking 

– HMC, HBM, WIDEIO2, LPDDR4, etc 

– New devices (PCRAM, ReRAM) 

• Interconnects 

– Collective offload 

– Scalable topologies 

• Storage 

– Active storage 

– Non-traditional storage architectures (key-value 
stores) 

• Improving performance and programmability in face 
of increasing complexity 

– Power, resilience 

 

HPC (mobile, enterprise, embedded) computer design is more fluid now than in the past two decades. 
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Notional Exascale Architecture Targets 

(From Exascale Arch Report 2009) 

System attributes 2001 2010 “2015” “2018” 

System peak 10 Tera 2 Peta 200 Petaflop/sec 1 Exaflop/sec 

Power ~0.8 MW 6 MW 15 MW 20 MW 

System memory 0.006 PB 0.3 PB 5 PB 32-64 PB 

Node performance 0.024 TF 0.125 TF 0.5 TF 7 TF 1 TF 10 TF 

Node memory BW 25 GB/s 0.1 TB/sec 1 TB/sec 0.4 TB/sec 4 TB/sec 

Node concurrency 16 12 O(100) O(1,000) O(1,000) O(10,000) 

System size (nodes) 416 18,700 50,000 5,000 1,000,000 100,000 

Total Node 

Interconnect BW 

1.5 GB/s 150 GB/sec 1 TB/sec 250 GB/sec 2 TB/sec 

 

MTTI day O(1 day) O(1 day) 

http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/  

Parallel I/O ?? 

http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/


NVRAM Technology Continues to 
Improve – Driven by Market Forces 

 

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_20

12DEC28_STOR_MFG_NT_01.jpg  

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg


Blackcomb: Comparison of 
emerging memory technologies 

Jeffrey Vetter, ORNL 

Robert Schreiber, HP Labs 

Trevor Mudge, University of Michigan  

Yuan Xie, Penn State University 

SRAM DRAM eDRAM 2D NAND 

Flash 

3D NAND 

Flash 

PCRAM STTRAM 2D 

ReRAM 

3D 

ReRAM 

Data Retention N N N Y Y Y Y Y Y 

Cell Size (F2) 50-200 4-6 19-26 2-5 <1 4-10 8-40 4 <1 

Minimum F demonstrated (nm) 14 25 22 16 64 20 28 27 24 

Read Time (ns) < 1 30 5 104 104 10-50 3-10 10-50 10-50 

Write Time (ns) < 1 50 5 105 105 100-300 3-10 10-50 10-50 

Number of Rewrites 1016 1016 1016 104-105 104-105 108-1010 1015 108-1012 108-1012 

Read Power Low Low Low High High Low Medium Medium Medium 

Write Power Low Low Low High High High Medium Medium Medium 

Power (other than R/W) Leakage Refresh Refresh None None None None Sneak Sneak 

Maturity 

http://ft.ornl.gov/trac/blackcomb 

http://ft.ornl.gov/trac/blackcomb


Q: How do we integrate this new 
memory into a system and how 
do we expose it to applications? 



Early Uses of NVRAM: Burst 
Buffers 

 

N. Liu, J. Cope, P. Carns, C. Carothers, R. Ross, G. Grider, A. Crume, and C. Maltzahn, “On the role of burst buffers in 

leadership-class storage systems,” Proc. IEEE 28th Symposium on Mass Storage Systems and Technologies (MSST), 2012, 

pp. 1-11,  



Notional Future Node Architecture 

 Stacking increases local 
bandwidth, reduces 
power costs 
– Very high bandwidth, 

low latency  

 NVM to increase 
memory capacity 

 Mix of cores to provide 
different capabilities 

 Integrated network 
interface 
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Tradeoffs in Exascale Memory 

Architectures 

• Understanding the tradeoffs 

– ECC type, row buffers, DRAM physical page size, bitline length, etc 

 

“Optimizing DRAM Architectures for Energy-Efficient, Resilient Exascale Memories,” SC13, 2013 



  

Increasing Lifetime of NVM Caches 
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• Problem 
– Write endurance of NVM caches (e.g. Resistive RAM) is very small and cache management 

policies introduce large write-variation => cache lifetime becomes small 

• Solution 
– We propose LastingNVCache, a technique to improve NVM lifetime  

– After a fixed number of writes on a block, it is flushed. Thus, future writes are redirected from a 

hot-block to a cold-block 

– This leads to intra-set wear-leveling which improves the cache lifetime  

– Recent results 
– On Sniper simulator with 1, 2 and 4-core configuration, SPEC06 and DoE workloads 

– LastingNVCache significantly improves lifetime and outperforms a recent prior work (PoLF) 

– It incurs smaller performance and energy overhead than PoLF 

• Impact 
– An important step towards making NVMs practical and universal memory solution 

– Our technique can also be used for mitigating NVM cache write attacks.  

 

Accepted in ISVLSI 2014 “LastingNVCache: A Technique for Improving the Lifetime of Non-volatile” 
Caches” 
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New hybrid memory architectures:  

What is the ideal organizations for our 

applications? 

Natural separation of applications 
objects? 

C 

B A 

DRAM 

D. Li, J.S. Vetter, G. Marin, C. McCurdy, C. Cira, Z. Liu, and W. Yu, “Identifying Opportunities for Byte-Addressable Non-Volatile Memory in Extreme-Scale 

Scientific Applications,” in IEEE International Parallel & Distributed Processing Symposium (IPDPS). Shanghai: IEEEE, 2012 



Observations: Numerous characteristics of applications are 
a good match for byte-addressable NVRAM 

 Many lookup, index, and permutation tables 
 Inverted and ‘element-lagged’ mass matrices 
 Geometry arrays for grids 
 Thermal conductivity for soils 
 Strain and conductivity rates 
 Boundary condition data 
 Constants for transforms, interpolation 
 … 



Programming Interfaces Example: NV-HEAPS 

 

J. Coburn, A.M. Caulfield et al., “NV-Heaps: making persistent objects fast and safe with next-generation, non-volatile memories,” 

in Proceedings of the sixteenth international conference on Architectural support for programming languages and operating 

systems. Newport Beach, California, USA: ACM, 2011, pp. 105-18, 10.1145/1950365.1950380. 



In other news: Stacking Technologies Continue to 
Improve 

 HMC, HBM, etc  



Heterogeneous computing is 
here to stay 
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Emerging Computing Architectures – 

Future 

• Heterogeneous processing 

– Latency tolerant cores 

– Throughput cores 

– Special purpose hardware (e.g., AES, MPEG, RND) 

– Fused, configurable memory 

• Memory 

– 2.5D and 3D Stacking 

– HMC, HBM, WIDEIO2, LPDDR4, etc 

– New devices (PCRAM, ReRAM) 

• Interconnects 

– Collective offload 

– Scalable topologies 

• Storage 

– Active storage 

– Non-traditional storage architectures (key-value 
stores) 

• Improving performance and programmability in face 
of increasing complexity 

– Power, resilience 

 

HPC (mobile, enterprise, embedded) computer design is more fluid now than in the past two decades. 
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Contemporary HPC Architectures 

Date System Location Comp Comm Peak 

(PF) 

Power 

(MW) 

2009 Jaguar; Cray XT5 ORNL AMD 6c Seastar2 2.3 7.0 

2010 Tianhe-1A NSC Tianjin Intel + NVIDIA Proprietary 4.7 4.0 

2010 Nebulae NSCS 

Shenzhen 

Intel + NVIDIA IB 2.9 2.6 

2010 Tsubame 2 TiTech Intel + NVIDIA IB 2.4 1.4 

2011 K Computer RIKEN/Kobe SPARC64 VIIIfx Tofu 10.5 12.7 

2012 Titan; Cray XK6 ORNL AMD + NVIDIA Gemini 27 9 

2012 Mira; BlueGeneQ ANL SoC Proprietary 10 3.9 

2012 Sequoia; BlueGeneQ LLNL SoC Proprietary 20 7.9 

2012 Blue Waters; Cray NCSA/UIUC AMD + (partial) 

NVIDIA 

Gemini 11.6 

2013 Stampede TACC Intel + MIC IB 9.5 5 

2013 Tianhe-2 NSCC-GZ 

(Guangzhou) 

Intel + MIC Proprietary 54 ~20 



Recent announcements (1) 

  



Recent announcements (2) 

  



Mobile/Embedded Designers 
have Traveled this Path 

Source: Delagi, ISSCC 2010 



AMD Llano: Eliminating PCIe will Change Relevant Apps 

K. Spafford, J.S. Meredith, S. Lee, D. Li, P.C. Roth, and J.S. Vetter, “The Tradeoffs of Fused 
Memory Hierarchies in Heterogeneous Architectures,” in ACM Computing Frontiers (CF). 
Cagliari, Italy: ACM, 2012. Note: Both SB and Llano are consumer, not server, parts. 

Discrete 
GPU better 

Fused 
GPU 

better 



Applications must use a mix of programming 
models for these architectures 

MPI 

Low overhead 

Resource contention 

Locality 

OpenMP, Pthreads 

SIMD 

NUMA 

OpenACC, CUDA, OpenCL, OpenMP4, … 
Memory use, 

coalescing 
Data orchestration 

Fine grained 
parallelism 

Hardware features 



Realizing performance portability across 
contemporary heterogeneous architectures 
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OpenARC System Architecture 
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GPU-specific 

Optimizer 

A2G         

Translator 

OpenACC   

Preprocessor 

OpenACC 

Parser 
C Parser 

Input C     

OpenACC 

Program 

Output      

Executable 

General       

Optimizer 

OpenARC 

Runtime    

API 

CUDA Driver API 

OpenCL Runtime API 

Backend 

Compiler 

Host         

CPU Code 

Device        

Kernel Code 

Other Device-specific 

Runtime APIs 

OpenARC 

Compiler 

OpenARC 

Runtime 

S. Lee and J.S. Vetter, “OpenARC: Open Accelerator Research Compiler for Directive-Based, Efficient Heterogeneous 

Computing,” in ACM Symposium on High-Performance Parallel and Distributed Computing (HPDC). Vancouver: ACM, 2014 



32 

Performance Portability is critical and 

challenging 

• One ‘best configuration’ on other 
architectures 

• Major differences 
– Parallelism arrangement 

– Device-specific memory 

– Other arch optimizations 

 

 

 

 

A. Sabne, P. Sakhnagool et al., “Evaluating Performance Portability of OpenACC,” in 27th International 

Workshop on Languages and Compiler for Parallel Computing (LCPC) Portland, Oregon, 2014 



Application characteristics 
(should) matter 



Flops (and Integer SIMD) are Irrelevant 



Communication patterns do exhibit 
structure at scale 

 



Challenges of Input Dependent 
Applications 
 E.g., Adaptive Mesh Refinement (AMR) 

 Exactly the same code but different input 
problem 

 We need new ways to capture/quantify this 
behavior 



Identify similarities across apps, 
benchmarks, proxies 

Clustering on instruction mix measurements 



Summary 

 New and Improved Memory systems are 
the next Big Thing 

 Heterogeneous computing is here to stay 

 Application characteristics (should) matter 
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Q & A 

More info: vetter@computer.org 



Ignore performance 
prediction at your own risk 



Aspen – Design Goals 

 Abstract Scalable Performance Engineering Notation 
– Create a deployable, extensible, and highly semantic 

representation for analytical performance models 
– Design and implement a new language for analytical 

performance modeling 
– Use the language to create machine-independent models 

for important applications and kernels 

 Models are composable 

K. Spafford and J.S. Vetter, “Aspen: A Domain Specific Language for 
Performance Modeling,” in SC12: ACM/IEEE International Conference 
for High Performance Computing, Networking, Storage, and Analysis, 
2012 
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Aspen Design Flow  

Creation 

• Static analysis 

• Historical 

• Empirical 

• Manual 

Use 

• Drive simulators 

• Feedback to runtime systems 

• Design space optimization 

• Interactive tools for graphs, 
queries 

Representation in Aspen 

• Modular 

• Sharable 

• Composable 

• Reflects prog structure 

Existing models for MD, UHPC CP 1, Lulesh,  

3D FFT, CoMD, VPFFT, … 
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Informing Runtime Optimization 

Model Generation 

Model 

Use 
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Aspen Performance Models Drive 

Runtime Decisions 
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LULESH – runtime optimizations 

 


